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Audience

About This Guide

This guide provides information on preparing, installing, configuring, and using the
Total Performance Manager (TPM) application for the TP9100 1Gb/s FFX RAID
controllers with 7.75 firmware and TP9100 2Gb /s FFX -2 RAID controllers with 8.29 and
later firmware.

Note: For information on TP9100 1Gb /s FFEX RAID controllers with firmware levels 6.14,
7.01, and 7.03, see previous versions of this manual.

This guide is intended for system administrators. Use this guide to:

¢ Gain a basic understanding of the TPM software.

e Learn how to install, configure, and run the TPM software in the IRIX environment.
¢ Learn about hardware and software requirements.

¢ Learn how to use the GUI to operate the TPM software.

Structure of this Guide

007-4382-003

This guide contains the following chapters:

e Chapter 1, “Introduction” — Introduces the TPM software and provides
information about features and packaging.

¢ Chapter 2, “Installing, Configuring, and Running TPM on IRIX” — Describes the
host prerequisites and how to install and configure the TPM software.

e Chapter 3, “Using TPM” — Describes how to use the various GUI menus to
configure and control the RAID subsystem.

e Appendix A, “TPMWatch Event Monitor and Logger” — Describes how to
configure and operate TPMWatch, a support program designed to poll RAID
subsystems and report their health to an output file.

¢ Appendix B, “Event and Error Codes” — Describes the error codes associated with
the TPM software.

XV



About This Guide

Product Support

SGI provides a comprehensive product support and maintenance program for its
products. If you are in North America and would like assistance with your
SGI-supported products, contact the Customer Support Center (CSC) at 1-800-800-45GI
(1-800-800-4744) or your authorized service provider. If you are outside North America,
contact the SGI subsidiary or authorized distributor in your country.

Related Publications

The following documents contain additional information that may be helpful:
*  SGI Total Performance 9100 Storage System Owner’s Guide
*  SGI Total Performance 9100 Installation and Maintenance Instructions

*  SGI Total Performance 9100 Storage System User’s Guide

Obtaining Publications

To obtain SGI documentation, go to the SGI Technical Publications Library at:
http://techpubs. sgi.com

Reader Comments

If you have comments about the technical accuracy, content, or organization of this
document, please tell us. Be sure to include the title and document number of the manual
with your comments. (Online, the document number is located in the front matter of the
manual. In printed manuals, the document number can be found on the back cover.)

You can contact us in any of the following ways:
* Send e-mail to the following address:
t echpubs@gi . com

® Use the Feedback option on the Technical Publications Library World Wide Web
page:
http://techpubs. sgi.com
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About This Guide

¢ Contact your customer service representative and ask that an incident be filed in the
SGI incident tracking system.

* Send mail to the following address:

Technical Publications

SGI

1600 Amphitheatre Pkwy., M/S 535
Mountain View, California 94043-1351

* Send a fax to the attention of “Technical Publications” at +1 650 932 0801.

We value your comments and will respond to them promptly.
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Chapter 1

Introduction

Product Overview
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The Total Performance Manager (TPM) application is an HTML-based GUI RAID
client-server application manager. It provides a user-friendly graphical user interface
(GUI) for configuring and monitoring TP9100 external RAID disk subsystems. TPM
consists of two programs that run natively on an IRIX system that is physically attached
to a RAID storage subsystem. All communication is through the TP9100 Fibre Channel
(FC) RAID controller, so that no RS-232 interface is required. The application
incorporates an embedded web server to provide the user interface to a user-supplied
web browser.

Note: TPM supports only external 1Gb/s TP9100 and 2Gb/s TP9100 RAID controllers.
It does not support internal RAID controllers, such as the Mylex AcceleRAID cards used
in some SGI computing platforms.

Once the TPM service routine is running on a host server, it may be interfaced to any
modern web browser that supports HTML. This includes Microsoft’s Internet Explorer
5.x and above, and Netscape Navigator 4.x and above. The browser client does not have
to be located on the computer running the TPM service routine. The browser also does
not have to be running locally. If TPM is running on a computer with Internet access, the
browser can communicate with TPM through a dial-up connection (provided there is no
firewall blockage).

To communicate with the TPM service, enter the URL on which the TPM is listening. By
default, TPM starts on port 2002. Therefore, if your host server is configured for IP
address 192.168.1.99, set your web browser to the following URL:

http://192. 168. 1. 99: 2002



1: Introduction

Features

TPM is designed to support the TP9100 external RAID subsystem. The TPM application
provides the following functions:

¢ Configuration: Adds, deletes, and modifies LUNs, topologies, and device status.

* Administration: Configures controllers, administers LUNs, and takes controllers
online and offline.

* Reporting: Presents statistical data and subsystem status.

e Maintenance Procedures, such as RAID controller and drive firmware downloads.

Software Packaging

The software is packaged for IRIX. The following sections describe.

IRIX Software Packaging

For IRIX the TPM software is distributed on a CD-ROM that contains the files shown in
Table 1-1. The files must be located in the $DAM_HOME directory tree. By convention,
$DAM_HOME is set to / opt / dam and this manual uses $DAM_HOVE and / opt / dam

interchangeably.
Table 1-1 Files in the Distribution (IRIX)
Files Description

cgi - bin/oenparts.txt  Cross-reference file for spoofing make and model of
subsystem.

cgi-bin/oentail.htm  HTML segment that appears at the bottom of most

webpages.

tpm TPM service routine.

danevent | og Log file (automatically created if not found).

dam oscan Script or executable that discovers SCSI/Fibre Channel
devices and LUNSs.

2 007-4382-003



Software Packaging
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Table 1-1 Files in the Distribution (IRIX) (continued)

Files Description

t pmrat ch Executable file that monitors subystem health.

i mages/ Directory of image files displayed on various webpages.
i mages/ oenl ogo. gi f The logo that is displayed on main screen.

i mages/wal | paper. gif  The background image displayed on most webpages.

dat abase/ Directory of files that store inquiry, log, and sense codes.

passwd. t xt The username and password file that is validated during
logon.

/tnp The directory where TPM places several small

temporary files during program execution.







Chapter 2

Host Prerequisites
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Installing, Configuring, and Running TPM on IRIX

This chapter explains how to install and configure the TPM application on all operating
systems. You may install TPM with other active users on the system if you wish. The
entire process takes little time and no reboot is required.

The host server where the TPM application is installed must have the following
prerequisites:

TCP/1IP access. This access must exist between the host system and the machine
with the web browser. This can be over any medium, including Ethernet, token
ring, ATM, or dial-up SLIP/PPP.

A specific IP port or socket number.The software must communicate with a specific
IP port or socket number. If there is a firewall or router, ensure the administrator
does not restrict traffic over that socket (normally, the socket used is 2002).

A compatible web browser. HTML-compatible web browsers with JavaScript
support, such as Microsoft’s Internet Explorer (IE) version 5.0, Netscape’s 4.x, and
Netscape’s Mozilla 1.0 browsers have been tested. The browser can execute on any
machine. The operating system of the client machine is not important.

Your fibre channel host adapter and drivers must be properly configured.
Operating System. TPM supports the following operating system versions:
e IRIX 6.5.8 or later for the 1Gb/s TP9100 (FFX) RAID Controllers

e IRIX 6.5.16 or later for the 2Gb/s TP9100 (FFX-2) RAID Controllers



2: Installing, Configuring, and Running TPM on IRIX

Please note the following information on operating system support:

e TP9100 support for Linux has been frozen at Red Hat release 6.2 with Pro Pack 1.3,
using TPM 1.0 with controller firmware 6.14, 7.01 and 7.03. Support for the TP9100
on newer releases of Linux will not be developed.

e TP9100 support for Windows has been frozen at Windows 2000 Advance Server and
NT 4.0 with service pack 6, using TPM 1.0 and controller firmware 6.14, 7.01 and
7.03. Support for the TP9100 on newer releases of Windows will not be developed.

Installing the Software

This section describes how to install and uninstall the TPM software on the IRIX
platform.

Note: Prior to removing or upgrading the software, TPM and TPMWatch must first be
terminated.

Installing TPM on IRIX Platforms

Follow this procedure to install TPM on IRIX platforms:
1. Login as root.

2. Insert the TPM CD-ROM into the CD-ROM drive.

Note: If the CD-ROM does not mount, refer to the appropriate IRIX Operating System
Manual for instructions.

3. Remove the existing TPM 1.0 software from your system. Type the following
command to launch the IRIX software versions tool to remove the sgi_tpm software
image:

versi ons renove sgi _tpm

4. Type the following command to launch the IRIX installation tool (inst) to install the
sgi_tpm_1.2 software image:

inst -f /CDROM irix/dist/sgi_tpm

6 007-4382-003



Configuring Usernames and Passwords

5. To specify the package, type:
l'ist
6. To install the software, type:
install
7. At the Install subsystem prompt, type:
sgi _tpm
8. To complete the installation, type:
go
9. Type the following command to exit the install program:
qui t
The exit operation is automatically performed.
10. Type the following command to unmount the CD:
unmount / CDROM
11. Remove the CD from the CD-ROM drive.

Uninstalling TPM on IRIX Platforms

1. Login as root.

2. Type the following command to launch the IRIX ‘versions -remove’, to remove TPM
software:

versi ons renove sgi _tpm

Configuring Usernames and Passwords
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TPM’s security mechanism is simple to configure. Edit the passwd. t xt file, and make
changes as necessary. Each line serves as new username and password combination. The
username and password are separated with a single colon (username:password). The
colon character is not allowed in either the username or password, everything is
case-sensitive, and the username, password, or both fields can be blank.



2: Installing, Configuring, and Running TPM on IRIX

Note: The permissions must be set for the passwd. t xt file so that only the
administrator can read and write this file.

Invoking TPM

This section explains how to invoke TPM after installing it.

Setting the Environment Variable for IRIX

To set the environment variable, follow these steps:
1. Log on as root (or have root access).
2. For csh, or tcsh SHELL, type:
set env DAM HOMVE / opt/ dam
3. For sh, bash, or ksh SHELL, type:
DAM HOME=/ opt / dam
export DAM HOVE

Starting SGI TP9100 Array Manager for IRIX

Note: Only users with root permissions are allowed to run TPM.

To start TPM, enter the following command:
[opt/damtpm [-D][-W port _nunber]

where port _nunber is the IP socket/port number required to access the program. This
not only hides TPMfrom standard web surfers, but also prevents it from interfering with
a system that happens to function as a web server. Because normal web traffic uses
TCP/1IP port number 80, the TPM server is invisible to client browsers unless the
browsers are instructed to use a specific port.

8 007-4382-003



Invoking TPM

By default, TPM interacts with port number 2002. If that port is busy, the program just
initializes the service at the next available port number. It is also recommend that you run
the service routine in the background to avoid tying up a terminal session. To do this,
enter the following command:

# /opt/damitpm &

Note: To view the build version of TPM, enter the following command:
# ./tpm-V

Setting Up the Browser

007-4382-003

Now that TPM has been invoked, you must set up a browser to run the TPM GUL

Assume, for example, that the TCP/IP number of your host is 192.200.200.7, and its name
isserver 1. sgi . com To interact with the TPM software, set the address (URL) of your
browser to one of the following;:

e http://serverl. sgi.com 2002, or

e http://192.200.200.7:2002

If you have another server running the TPM application, and the IP name/number
combination is 192.200.200.10, ser ver 2. sgi . com and you started the program with

t pm - W 1234, then you may access the software from either another PC, or an
additional browser window, with:

e http://server2.sgi.com 1234, or
e http://192.200.200. 10: 1234



2: Installing, Configuring, and Running TPM on IRIX

Logon Screen

After you invoke TPM, the logon screen appears in the browser window, as shown in
Figure 2-1.

These entries are case sensitive.

MLaunch session in new browser window

‘Acceptl ‘ Reset Screen

Figure 2-1 Logon Screen

Follow these steps to log on:
1. Enter your username.

2. Enter your password.

3. Click Accept.

The username and password entered are validated against the file

$DAM HOME/ passwd. t xt . If the username and passwords match the file
contents, the main window screen appears (see Figure 3-1 on page 14). Otherwise,
the logon dialog box is redisplayed. TPM does not support multiple concurrent
users. If another user (or specifically, another browser session, from any IP number)
invokes TPM by setting their browser to the appropriate URL), TPM logs off the
original user.

If you do not have networking installed, you can still access the GUI by using Netscape

or Internet Explorer. Set the browser to htt p: //| ocal host: 2002, or the appropriate
port number.

10 007-4382-003



Additional Considerations

Additional Considerations
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Below is a list of additional considerations.

Firewall administrators may block traffic on undefined port numbers such as 2002.
Please talk with your security administrator to make sure you agree on what ports
are acceptable for running TPM.

Once the TPM job ends, it typically takes a minute or so for the port to automatically
free up on your operating system. That means if you start another session of TPM
before the port is free, you will see a message saying your default port is busy, and it
will use the next available one.

TPM is not designed to be a multi-user program. Only one web browser at a time
should attempt to interact with it.

If you have an enterprise with multiple hosts and subsystems, you can open
multiple windows as necessary with your browser to interact with an unlimited
number of subsystems concurrently.

Each record must be a fixed length (16 + 18 + 1) bytes long. The last byte is the new
line character which will be added by your text editor. Do not edit this file on a PC.
Be careful when FIP’ing, as well.

11
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Main Menu
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Using TPM

This chapter explains how to use TPM to configure and monitor your external RAID disk
subsystems.

Note: The GUI screens vary according to TP9100 model (1Gb FFX RAID Controller or
2Gb FFX2 RAID Controller) and the firmware level installed on the RAID controller.
Where the screens are different, both are presented and explained.

After you successfully log on to TPM, the main menu is presented (see Figure 3-1).

Note: In many of the menus and screens shown in this document and presented by the
software, additional information in the menu or screen is shown that may not appear in
the body of the document. Be sure to read all information in each menu or screen before
taking action on a particular menu.

13
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Cwrent Device: (Mone Selecied)

Configuration Functions:

Select physical dewvice - displays a tabls of all SCELFibre devices and RAID subsystems. Vou nst sclect the one which vou wish to
configure or inquure sbout (allow up to several nunites for discovery).

Modify disk device status - bring disks on-lne, off-line, or assign as global spares.

Create/Destrov/Expand Lagical Dirves - allows you to set up now configurations, add logical diives to cxmisting confignrations, and
cxpand the cepacitics of czisting arrays.

Configure Host-to-LUN Mapping, - This allows logical drives to be made avalable or mwisthle to selected FC hast adapters.

Itialize LUN(z] - performs low-level format of a LUN. This is required before t can be used by yowr OFF.

Install dewice deivers for new LUMs - This instructs pour operating system to scan for now LUNs, and create dewice drmvers as
necessary.

Adininistrative Functions:

View/Modify RAID controller configuraton - Although many changes may be mads on-the-fly, some setiings mmst be made before
any RAID groups are defined.

Reset controller(s) - Thue sunmltan=ously cold resets all cortrollers i a subsystem. Multiple sttempts are made for 90 zeconds, 1 caze
the controllers have actsre I/Ds.

Gracefully bring a controller off-line.

Gracefully bring a 289 controller on-line. - Cio this after a failed controller has been removed, or vou are upgrading from a simples
configuration to a dual-controller confipuration.

Petform data consistency operations on & LUN - You should perform a data consistency check regularly for all redundant LUNs.
Enable/Disable write cache for LN

Eeporting Functions:

Set default screen refresh rate - This l=te wou define the number of seconds between each screen refrech for status screens which
autornatically repaint

Display (Cual) Controller Statns - This retums stams information on dusl controller stams, and host addressing mformation on the
connected controller.

Topology query - Displays all host adapters on the SAN attached to the subsystern, and what controllerforts they are attached to.
Display statistical data by logical (RATDY diske - Shows comulative reads, writes, and cache hits.

Display SCSIFihre dewice information - This tssnes a standard SCE Inquiry, and reports all fields which descrbe the dewce.
Display FULL subsystern configiration information. - This i3 a complete hexadecimal dump of the controller's confipnration data
structures, and contams information which may be of interest to wour supplier in the event of 2 proklem.

Display physical subsystern information. - displays dnwe statns, statistics, errors and physical locations for all diskes in a subsystem,
inclnding espansion units.

Display logical subsystern informarion. - displays RAID groups status, statistics, errors and logicsl configuration for all RAID groups in
a subsystem, including expansion units

Display etwrironmental subsystern inforrmation. - displays power, fans, temperature, hattery haclap, and other data relating to the
chassiz, inclnding expansion undts.

Figure 3-1 Main Menu (partial screen)

Figure 3-1 shows a portion of the main menu window that appears once you log on. The
main menu windows are different for firmware. The differences will be explained as each
menu item is explained in subsequent sections of this chapter.

It is a good idea to disable the browser menu buttons when you run TPM because the

BACK, RELOAD (Netscape Navigator), and REFRESH (Internet Explorer) buttons do
not work with TPM. In fact, using these buttons may put the TPM application in an
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undesired state. Instead, use the buttons and links that TPM presents at the bottom of
each screen.

The main menu window has the following principal areas, with the associated
explanations on the indicated pages:

¢ “Configuration Functions” on page 17

® “Administrative Functions” on page 55

e “Reporting Functions” on page 68

e “Miscellaneous Functions” on page 79

Firmware Feature Information

This section lists the new firmware and TPM features.

Features for 8.30 Firmware Release
1. AutoFlash

If a replacement controller (in a duplex configuration) has a different firmware
image than the replaced (failed) controller, the replacement controller is
automatically reflashed to match the firmware level of the surviving controller.

2. F Port

Pre-8.x firmware supports controller attachment to an FL_port on a switch (a server
or switch port that implements a FC-AL). With 8.x and later firmware, a
point-to-point connection to an F_port on a switch and an N_Port on a server is
supported. Point-to-point connections are higher performance connections than
FC-AL connections.

3. SANmapping-256

SANmapping will now support up to 256 host nodes (was 64 host nodes). The
number of LUNSs supported (across multiple controller pairs) remains unchanged.
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Features for 7.75 Firmware Release on the FFx Controller

16

1.

Reboot On Crash

This parameter controls the behavior of the Automatic Restart on Failure feature,
and sets the following values:

e Maximum number of times a controller attempts automatic restart to recover
from firmware detected errors

e Minimum time interval that the controller must operate before refreshing the
number of restart attempts.

When a controller reaches the maximum restart attempts, the automatic restart
feature becomes disabled until the value is refreshed. Any subsequent firmware
detected errors require manual intervention to recover the controller. Possible
values for the maximum automatic restart attempts are 0 to 15 attempts (the default
setting is 3). Possible values for the time interval between refreshing the number of
restart attempts are DISABLED (never reset automatically) to 7 days.

Debug Dump

Debug Dump is enabled by default. When enabled, this feature records controller
state information when an abort occurs. After the abort has completed, the abort
information can be retrieved and analyzed to help determine why the abort
occurred. The information is generated while a controller abort is in progress and
recorded to NVRAM and a disk drive. TPM 1.2 would then be used to retrieve the
debug dump.

Hot Spare Polling

To increase data availability, the controller periodically reads and writes to online
spare drives to make sure they are operational. The polling period is not user
definable and set to once per 24 hours.

Instant RAID Availability (Background Initialization)

Background initialization makes the system drive instantly available for host read
and write access. This parameter is enabled by default.

SAN Mapping Enhancement

SAN mapping tables store up to 64 host WWNs. With 7.75 firmware, the WWN
table was modified to enable the user to remove or delete unused host WWNs. The
user can determine which host WWNSs are obsolete and need to be removed from
the WWN table. As WWNSs are removed and the WWN table updated, any WWN5s
following those deleted are moved up to fill the vacancies in the WWN table.
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No Controller Reset Requirement on LUN Addition or Deletion

Controller reset is no longer required when deleting or creating new system drives
or configurations.

No Controller Reset Requirement on Enclosure Addition

This feature allows users to add disk enclosures (one or more) to a configured
system while the system continues to operate. After the enclosure or enclosures
have been added to the system, this feature starts the SES monitoring process for the
new enclosure. The user can then configure the additional disk capacity without
restarting the system.

Configuration Functions

The Configuration Function menu has the following selections, with the associated
explanations on the indicated pages:

“Select Physical Device (Configuration Function Menu)” on page 17
“Modify Disk Device Status (Configuration Function Menu)” on page 20

“Create/Destroy/Expand Logical Drives (Configuration Function Menu)” on
page 23

“Initialize LUN(s) (Configuration Function Menu)” on page 43
“Initialize LUNs in Background (Configuration Function Menu)” on page 46
“Configure Host-to-LUN Mapping (Configuration Function Menu)” on page 49

“Installing Device Drivers for New LUNS (Configuration Function Menu)” on
page 54

Select Physical Device (Configuration Function Menu)

To view a table of all devices and RAID subsystems, click the Select physical devices link
under Configuration Functions in the main menu. The dialog box shown in Figure 3-2
appears.
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Select a single device below to inquire about or configure:

*

*

*

Select a device by clicking the Select button helow, then clicking on the Select bution.

The list of units helow represents all SCSI, Fibre Channel, and 55A peripherals found on your system at this instant. Although you may only configure a RAID
system, you are free to select any device and perform applicable inquiries on it.

If you want to select a RATD controller, choose any device that doesn’t have the word None in the RATD Coniroller column, preferahly at LUNO

Select

Physical device path |Channel |ID LUN | Type (SCST Inquiry) (SCSI Inquiry) Address

Partner
Controller(Slot#)
Address

Vendor ID Product ID Controller(Slot#)

/hfsesifsc2a0l0 | 2 (0| O ﬁ MYLEX |[DACARMRB 6_10299 |, o o e o 120.00.00.00.00.00-6C.94

IRAID DACI60FFx (0) DACI60FFx (1)

/me/sesifse3dilo | 3 1) 0 ﬁ BIGI TEAODFFXZ o) 00-00-50-02-00-3B-59 | 20-00-00-50-02-00-3B-50

RAID DACISOFF=Z (0) DACISOFF=Z (1)

Select | Reset Screen

Operation

18

[Eetwrn to Main Page] [Log Off]

Figure 3-2  Select Physical Device Dialog Box

By activating the desired checkbox under the Select column and clicking the Select
button, you can select which RAID subsystem you wish to configure or monitor. You
make your selection by choosing the physical device path associated with any ID/LUN
combination displayed.

If you are running in a dual-controller configuration (in redundant mode), make sure to
select controller 0 (C0). An example of this is DAC960FFx(0).

Note: All configuration and monitor operations must be through controller 0.

It is important for the administrator to know how physical device selection works,
because it can serve as a good general debugging tool in the event that your computer
does not “see” a specific LUN. The algorithm is the same, regardless of the operating
system. In summary, TPM executes the following steps:
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1. Creates a list of all SCSI and FC device drivers.

2. Issues a standard SCSI inquiry command to report the drive Vendor ID and Product
ID fields. If the inquiry fails, TPM assumes the device driver is no good, and skips to
the next driver in the list.

3. Issues the vendor-specific Inquiry command to determine if the device is a logical
drive within a RAID subsystem. If so, it issues additional commands to report
which controller and World Wide Name (WWN) is associated with that LUN.

4. Builds the record and reports what it has discovered if either the Vendor or Product
fields are non-blank.

What to Do if a Device is Missing

Field Definitions

If a device does not display, it is probably because the device driver is either missing or
incorrect. A device may be missing, depending on what OS you have, and what you did
to create drivers in the first place. Assuming your FC host adapter is properly installed
and operational, and you have exclusive access to your host server, choose from the
following:

¢ If running IRIX, issue the scsi ha -p bus# command (see scsi ha(lm)), followed
by thei oconfig -f /hwcommand (seei oconfi g(lm)).

If all of the above remedies fail, a device might be masked because the controller is doing
it intentionally. This occurs if the Affinity, LUN, or SAN mapping is used to make one or
more LUNs invisible to a particular host adapter or controller. If you can, go to the main
TPM menu (see Figure 3-1 on page 14) and use the Configure Host-to-LUN Mapping
selection under Configuration Functions to see if that is the problem. Otherwise, you
may have to contact your SGI customer support representative to resolve the problem.

The definition of each field in the Select Physical Device dialog box is given in Table 3-1.

Table 3-1 Select Physical Device Field Definitions

Field Definition

Select Selects which RAID subsystem you wish to configure or monitor.

Physical Device The physical device path is the pass-through device driver name (/ hw/ scsi /) for that particular
Path device.
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Table 3-1 Select Physical Device Field Definitions

Field Definition

Controller, These are additional fields reported by the OS that help identify the device driver.

Channel, ID, LUN

Type TPM reports all TP9100 RAID devices.

Vendor ID The Vendor ID and Product ID parameters are returned by a standard SCSI Inquiry.

(SCSI Inquiry), On TP9100 1Gb/sec FC RAID Controllers with 7.75 firmware:

Product ID. The first field of the Product ID typically starts with DACAMRB. The second field describes the type

(SCSI Inquiry) and size of RAID LUN you have. For example, the selected LUN at/ hw/ scsi / sc2d0Il 0 (first row of
Figure 3-2 on page 18) points to a 102,996MB RAID-0+1 system disk. The digits before the “B” indicate
the number of MB, and the character after the “B” indicates the type of RAID. RAID types of 0,1,3, and
5 indicate RAID-0, RAID-1, RAID-3, and RAID-5, respectively. A RAID type of 6 indicates RAID 0+1,
and a RAID type of 7 indicates JBOD.
On TP9100 2Gb/sec FC RAID Controllers:
The Vendor ID will be SGI and The Product ID field will be TP9100 FEX2. Logical Unit 0 information for
RAID type and size of LUN are not provided.

Controller (Slots) This parameter shows the model of the controller, followed by the slot number in the subsystem in

Address parentheses, followed by the unique MAC address for that controller, which assigned by the controller

manufacturer.

Modify Disk Device Status (Configuration Function Menu)

20

To view or change the status of the drives, select Modify Disk Device Status under the
Configuration Function menu. The dialog box shown in Figure 3-3 appears.
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Modify Disk Device Status for RATD Subsysiem at hw/scsi/'sc134010

1. ¥oumay change any mumber of dowes that ars not O1I-LIME to STANDEY , UNCONEIGURED, OFF-LIHE, or ON-LINE.

2 Allowr 10 seconds for the deive state to be changed.

3 All other drives are defined as belonging bo 2 EATD gronp. Vou mmst first delete the FATD growp before you can change the state of these
diska, I the BAID group ¢ mounted, you mmet alse dismeunt it, or yeur host tay become confised

o o
® HOT SEARK ® HOT SPARE
L] -

o
® HOT SPARE
»

(0] ool |~ RevetSoreon

Figure 3-3 Modify Disk Device Status Dialog Box (partial view taken on 1Gb TP9100 enclosure)

The Modify Disk Device Status dialog box allows you to not only quickly view status
of the drives, but also to define hot spares. Each drive in Figure 3-3 maps to the same
physical row and column of the disk drive chassis. If you are also using expansion
enclosures, additional drive matrices are displayed for each chassis attached to the RAID
enclosure.
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Operation

Field Definitions

Click on a button (or buttons) to change the drive state, then click OK at the bottom of
the screen to activate the changes. You would typically use the buttons as follows:

¢ (lick ON-LINE to put a drive into the online state.
¢ Click HOT SPARE to turn one or more drives into hot spares.

¢ (lick UNCONFIGURED to change the state of a drive from online to dead (a dead
drive acts as though it is not even plugged in).

Changes are effective immediately, and no reboot is required. It is safe to perform these
changes at any time (providing you are not taking a mounted LUN offline by marking its
drives as UNCONFIGURED, of course).

When you click OK after having made your selections, you are returned to the main
menu. If you click Reset Screen, all radio buttons that you have changed are set back to
their previous states.

The definition of each field in the Modify Disk Device Status dialog box is given in
Table 3-2.

Table 3-2 Modify Disk Device Status Field Definitions

Field Definition
Make/Model/ This field returns the SCSI vendor ID, product ID, and firmware revision for each drive. For proper
[Firmware] operation, it is strongly recommended that each drive in a LUN have the same make, model, and

firmware release.

Serial Number

The drive serial number

Interface Speed

Worldwide Name A 64-bit identifier assigned to a particular drive. It is used to distinguish one drive from another. The
WWN may be used for network management purposes or whenever drive identification is needed.
Fibre Channel The drive fibre channel interface speed in Gigabits per second.

Number of Ports

The number of ports used by each disk. The number should normally be 2 for FC and 1 for SCSI.

Interface

The drive controller interface. FC-AL = Fibre Channel Arbitrated Loop.

Drive Speed

The spindle speed in RPM of the hard disk drive

22
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Table 3-2 Modify Disk Device Status Field Definitions

Field Definition

Physical The physical number of blocks and MB on the disk. 1 MB = 1024 * 1024 bytes, and one block = 512
bytes.

Usable The usable number of blocks and MB on the disk. These numbers are always less than the physical

numbers because the RAID controller allocates a portion of disk space for its Configuration On Disk
(COD). Usable sizes vary, based on the version controller firmware and Configuration on Disk (COD)

versions.

LoopID A unique hexadecimal number for a particular disk drive. The LoopID is basically the equivalent of
a SCSIID.

Channel/TargetID The channel number and target ID for a drive.

List of LUNS A list of the logical drives that are using some or all of the space on a disk drive.

Status The Status area is color-coded. In addition to HOT SPARE and ON-LINE, it is possible that the drive

could be in another state, such as UNCONFIGURED, OFFLINE, ONLINE, REBUILD, and EMPTY.

Finally, TPM does not care to which state you change a drive, so use common sense. If
the Modify Disk Device Status screen shows that a drive is used within a LUN, and you
change the drive from ON-LINE to some other state, data loss could result.

Create/Destroy/Expand Logical Drives (Configuration Function Menu)
To set up new drive configurations or to add, delete, or expand drives in an existing

configuration, select Create/Destroy/Expand Logical Drives under the Configuration
Function menu. The dialog box shown in Figure 3-4 appears.
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perfermance characteristics of each each type. Or chose one of the buttens below:

This section lets you set up new configurations, or add/delete/expand logical drives in existing cenfigurations. You will be
walked through each cheice, and the configurater will not change anything until specifically instructed to do so. Click here
for a help screen which describes your RAID options in detail, and provides you with relative capacity, availability, and

New Configuration

This creates a new cisk configuration. (Al of your data will be destroyed in the process!)

New Configuration

Add a LUN - Retains ALL Data

This lets you use fres disk space to create an additional Iogical RAID disk (LUN). Existing data will not be
affected. You must have unconfigured disks available, and at least one LUN must already exst

Add LUN(s)

Delete last LUN - Retains ALL Data (Except that of the LUN which will be
destroyed).

This will Iet you delete the last LUN which was defined. (Limitations with the current firmware make it
impossible to delete amything hut the last LUN.) If you click on the Delete LUMN, then the next screen will
describe it's characteristics, and give you the chance to get out cancel the procedure. Note: The
configurator will nof attempt to determine if there is a mounted filesystem on the LUN.

Delete LUN

Expand a LUN - Retains ALL Data

This lets you add capacity to an existing LUN while the controller is online with the host(s). For example,
a system using a 6-cisk RAIDS set can add another disk to create a 7-disk drive set. This procedure is
also referred to by the acronym,"ORE", for On-Line Raid Expansion

Duting the axpansion, which includes re stiping data fram the old (smallar setta the largar set, the contrallar
continues to serice host KO operations

AIORE iz suppored in the simplex mode of operation only. One contraler in a dual-active controller systerm must
be dizahled (failzd-over). Attermpting to do this operation in a dual-active environment will be rejectad.

One to six drives can be added to a set at a time. The maximum number of physical disk drives is sixteen.

“ou cannot have 16 LUNs defined. The expansion requires one free LUM in order to execute.

“ou can not perfarm an expansion if all 16 LUNS are defined

There must be no SPANNED LUNs defined

The disk drives heing added must not be part of an array.

The capacity of each of the added disk drives must be greater than or egual to the size of the smallest disk drive
inthe set

The added capacity parameters are kept in non-volatile mermoary. In the event of power loss to this host orto the
subsystern, {or s contraller failure) then the process will automatically resume when power is restored, orthe
controller is replaced

In the event of a disk drive failure, the process continues to completion in CRITICAL mode.

ORE, Initiafize, Rebuild, and Consistency Check are mutually exclusive operations. Only one process may run at
atime

Mo configuration update commands will be accepted during the expansion

Write-back cache iz disahled during the expansion.

The LUN must be on-ling

BExpand LUMN

Figure 3-4 Create/Destroy/Expand Logical Drives Dialog Box

The Create/Destroy/Expand Logical Drives dialog box contains the following buttons:

e New Configuration: allows you to create a new disk configuration. If LUNs have

already been defined, they must be deleted.

e Add a LUN: allows you to use free disk space to create one or more additional

LUN(s).

® Delete Last LUN: allows you to delete the last LUN that was defined.
e Expand a LUN: allows you to add capacity to an existing LUN.
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New Configuration

007-4382-003

Note: At the top of the screen is a link marked Click here. Clicking this link opens a
window that provides detailed information on each type of RAID, along with
performance characteristics and data reliability considerations. If one has not had factory
training on the controllers, this information will probably be quite useful.

The following sections explain how to use these buttons in more detail.

When you click New Configuration, the screen appears as shown in Figure 3-5.

RAID Array Configuration for system at /herfscsi/fsc13dolo

Drive | Drive [Drive Drive |Drive Drive Drive Drive Drive Drive Drive Drive \Drive Drive Drive Drive Drive . ., | Maximumn Logical MB
Pack | 0 1 2 3 | 4 5 | 6 7T | 8 9 10 |11z |13 14 |15 U pam [RAID [RAD [ RAD

ChID |ChID |Ch-ID [Ch-ID |ChID |Ch-ID [Ch-ID [Ch-ID |Ch-ID |Ch-ID [Ch-ID |Ch-ID |Ch-ID |Ch-ID |Ch-ID |ChID 0 | 1 |as | osl

A | nomen
Stripe Size (All LUNs) is TBD. Totals: of of of o 0
RAID Subsystems:
Enclosure #0 (Rackneount viaw, rotate 94° clockwise if in towsr)
17560MB 35003MEB 17560MB 17560MB
o1z Ll o Ll
17560ME 17560ME 17560ME 17560ME
e Lzl IRt Ll
17560MB 17560MB 17560MB 17560MB
o rusl ons IS
Clear All Select Marked Cancel

* If any disks above are colored GREEN, then they may contain active LUNs. Vou will, however, be allowed o reconfigure them without requiring you to
manually delste any active LUNs (Provided you sslected the New Configuration optior)

* In order to build LN, you first must organize the disk drives into packs of up to 16 drives

® The Next Assign hox will show you what pack and drive number that the next drivs you assign will be assignsd to

* Fack numbers are only for the benefit of the configurater, and they are not saved within the controller

[Return io Main Page] [Log Off]
Figure 3-5 New Configuration Screen, 1Gb TP9100 12 drive enclosure

You may create a new LUN configuration if presently there are no configured LUNs in
your array. Drive packs can be spanned, which provides the ability to configure multiple
or parts of multiple drive packs as one system drive. This allows 16 physical disk drives
to be configured as a system drive. A system drive can span up to 16 drive packs. The
controller creates the spanned system drive during the array configuration process. Data
is striped across the drive packs of the spanned system drive. See the section titled
“Creating and Defining New LUNs” for more information.
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Note: The initial release of the 2Gb TP9100 (Release 5.0) will only support the following:
16 system drives (LUNs) maximum
32 Disk Drives maximum

Creating Drive Packs

The primary rules for creating packs are listed below. More details on how to do this are

found in subsequent sections of this document.

¢ The maximum number of packs that can be combined into a LUN is 16.

e 1to 16 disk drives can be combined into a pack.

e The number of drives in a pack determines the possible RAID levels.

e If spanning packs into a LUN, all packs must have the same number of disks.

® Any drive of any size may be used in a pack, but the amount of usable storage will
be computed as the smallest disk times the number of drives in the pack.

Creating and Defining New LUNs

System drives are the logical devices (storage volumes) that are presented to the
operating system. During the configuration process, after physical disk drive packs are
defined, one or more system drives must be created from the drive packs. System drives
have the following properties:

® More than one system drive can be defined on a single drive pack. Or, a system
drive can span 16 packs.

e The minimum size of a system drive is 8 MB. The maximum size is 2 TB (see the
note on the next page).

e Up to 32 system drives can be created.

e Each system drive has a RAID level which is selectable (subject to the number of
disk drives in the system drive’s pack).

e Each system drive has its own write policy (write-back or write-through).

e Each system drive has its own affinity or LUN mapping.
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Note: SGI does not support Spanning or MORE operations on the IRIX operating
system. See “Expand LUN” on page 39 for more information on MORE operations.

Note: TPM will allow a LUN capacity to be created of 2 terabytes.

On SGI IRIX operating system levels prior to 6.5.15, the disk utility “fx” has limited
support of up to 1 terabyte for a single LUN, or volume (.999 terabyte (2147483647 blocks
[1099511627264 bytes])).

SGIIRIX levels 6.5.15 and later have the required “fx” and Irix infrastructure changes (for
example, prtvtoc, and so on) to support a 2 terabyte LUN (1.999 terabytes (4294967295
blocks [2199023255040 bytes])).

Please take this in account ahead of time and do not create and initialize system drives
(LUNSs) that will exceed the “fx” support level of your system.

Follow this procedure to create and define new LUNSs. More details on how to do this are
found starting in Figure 3-6 on page 29 of this manual.

Note: The RAID Subsystems enclosure view will differ depending on the TP9100 system
that TPM is configuring.

TP9100 (1Gb TP9100) will contain checkboxes for 12 drives.
TP9100 (2Gb TP9100) will contain checkboxes for 16 drives.

The figures used in this manual are 1Gb TP9100 based.

1. Activate the desired checkboxes in the RAID Subsystems area of the screen shown
in Figure 3-5 on page 25 and click Select Marked to group the desired drives into a
pack.

The packs exist only for configuration purposes, and are used to group drives
together for easier configuration.

2. To continue assigning drives into packs, repeat step 1 until all desired drives are
assigned into packs.

3. After at least one pack has been created, you can use the Select Previous Pack
button to reconfigure a previously configured pack.
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8.

After you have finished creating the desired drive packs, use the Define LUNs
button to create a system disk (LUN).

Select the drive pack(s) that you want to define as the new LUN and click Configure
New.

Select the desired RAID level for the LUN you are creating and click Apply.

To continue building LUNs that incorporate drives in other packs, click Select
Pack(s) and repeat the process of defining LUNs and their corresponding RAID
levels and usable MB.

Update the RAID controller with the new LUN information.

The next sections explain how to execute these steps.

Group the First Set of Drives into a Pack

To group the first set of drives into a pack, follow these directions:

1.

Activate the desired checkboxes in the RAID Subsystems area of the dialog box (see
Figure 3-5 on page 25) and click Select Marked to move drives from the map shown
in the RAID Subsystems area of the screen into Pack A.

The top area of the screen contains a table that shows the drives assigned to drive
pack A. Next Assign now appears in a new row to indicate that drives can now be
selected and assigned to drive pack B through a similar process.

As you assign drives to the pack, the screen changes to the example shown in
Figure 3-6.

007-4382-003



Configuration Functions

RAID Array Configuration for system at /hw/sesi/sc3dolo

[ [ [ [ [ [ Maximurm Logical MB
Drive |Drive 0 |Drive 1 |Drive 2 |Drive3 Drive 4 Drive 5 Drive6 Drive 7 Drived Driveo | DTe | Drve | Drve | Ditve | Divve | Diive o gjeq | X o

Pack | ChD | ChID | ChID | ChAD |ChiD | ChD |ChdD | chad [chdp [chap | 10| A1 ) 12 1 13 | 44 | 15 e no R 1| PP lnaip et

Ch-ID | Ch-ID | Ch-ID | Ch-ID | Ch-ID | Ch-ID 305
17SEIME 17590MB 17560MB 17560118
A paza 4424 oz 4422 70242 |£8684 34332| 41488 | 34332
Mext
B
Azeign
[ stripe Size (Al LUNs) 1s TBD. Totals: | 70242 (6866 (34332 | 51488 34332
| RAID Subsystems:
|—|Em:lnsure #0 (Rackmouni view, rotate 90° clockwise ifin tower)
17560 1560HE 17560ME 1F560NE
0125 1124 0-122 1122
17560MB 1TEB0MB 17560MB 17360NMB
oaz1f 1120 o-ital =48]
7580 1i560HE 17560MB 1F560NE
o1z 148 ot1s 1.0
Clear Al Select Previous Pack Define LUNS Select Marked Cancel

® If any disks abows are colored GREEN, then they may contain active LUNS. You will, howeser, be allowed to reconfioure therm without requiring vou to manually delete any active LUNS
(Frovided you selected he New Configuration option).

® In orderto build LUMs, you first must crganize the disk drives info packs of up to 16 diives.

® TheNext Assign boxwill show you what pack and drive number thatthe nextdrive you assign will be assignedta

& Pack numbers are anly for the benefitof the configurator, and they ate nct saved within the contrallar

[Return to Main Page] [Log Off]
Figure 3-6  Drives Assigned Into Pack A (12 drive, 1Gb TP9100 RAID Subsystem view)

Figure 3-6 shows that four drives have been assigned into drive pack A, which
could become a RAID set. Every time a set of drives is assigned, the table cell
labeled Next Assign moves to the next row down, where a new drive pack can be
created.

2. Toremove a drive from a pack, click the undo box g , and the remaining drives in
the pack shift to the left, while the removed drive reappears with a cleared checkbox
in the RAID Subsystem table. Use the Select Previous Pack button to reconfigure
the drive arrangement in an earlier drive pack.

Nothing is saved for several more screens, and you may cancel at any time by
pressing the Cancel button. Use the Clear All button to deassign all drives from the
drive packs.

Note: You do not have to allocate all the drives to packs (or LUNSs). If you choose not
to configure certain drives, they may be used at any time when you click Add
LUN(s) or Expand LUN (see Figure 3-4 on page 24), if the characteristics of the LUN
qualify for expansion.
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Group the Remaining Drives Into Packs

To create remaining drive packs, continue activating drive checkboxes in the RAID
Subsystem area of the dialog box and using the Select Next Pack button as necessary
until the drives are grouped as desired into separate drive packs.

Note: Refer to “New Configuration” on page 25 for rules on drive pack
configuration.

When you are finished, the screen looks similar to the one pictured in Figure 3-7.
The drives have been grouped into three separate drive packs.

RAID Array Configuration for system at /lwfscsifsc3dolo

Orive 5 |Orive & |Drive 7 |Orive @ Drive 9 Drive 10 Drive 11 |Orive 12 [Drive 13 |Orive 14 Drive 15 Physical Maximum Logical MB
D | ChlD | ChlD | ChelD | ChiD || Ch-ID | ChID | Chld | CRD | ChID | CRD | ChiD | MB  [Raino |[Reio 1 |RAD 376 [RAID 051

D
175600 [17560MB | 17560MB [17560ME
" I i

Drive Pack [Drive 0 (Drive 1 [Orive 2 |Orive 2
Ch-lD | ChID | ChelD | ChelD | Cf
01 11

1756008 [17560MB | 17660ME [17560M1E
B 0421 112 011 111g

70242 | 68684 | 34332 | 51408 | 34332
70242 | 68864 | 34332 | 51498 | 34332

1756008 [17560MB | 17660ME [17560MB
c 0417 1118 D115 1114

|| [ L] [efemoee] o] =

N
] ]
HEEEEN
-

50 50 0 o o

Stripe Size (Al LUNs]is TBD, Totals:|| 210728|[205992 [102996]| 154434 [ 102335

RAID Subsystems:

Enclosure #0) (Racknrou: view, rmfate 307 clookwise if it fower)
17560MB 17560MB 1756008 1756008

0-125 1-124 0123 1122

17560MB 17560MB 1756008 1756008

0121 1-120 o-118 1118

17560MB 17560MB 1756008 1756008

o117 1118 o115 1114,

Clear All | Select Previous Pack Define LUMs Select Marked | Cancel |

* If any disks abowe are colored GREEN, then they may contain active LUMs. You will, however, be allowed to recorfigure them withaut requiring you to manually delete any active LUNs (Provided you selected

the New Configuration option)

* In arder to build LUNS, you fitst must organize the disk drives into padks of up to 16 drives.
* The Nest Assign box will show you what pack and drive numbar that the nest drive you assign will be assigned to.
* Padk numbers are only for the benefit of the configurator, and they are notsaved mithin the controller

[Return to Msin Page] [Log o]

Figure 3-7  All Drive Packs Created (12 drive, 1Gb TP9100 RAID Subsystem view)

Defining a LUN Using the Drive Packs

To define a LUN, follow these steps:
1. Click Define LUNSs.

The screen shown in Figure 3-8 appears.
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Logical Unit Configuration for system at /hew/sesi/sc3d010

Drive Pack

e

0
1
1

55

7660MB 17560MB 17580MB 17560MB
0-121 1120 0118 4118

A
B
ic

3

Raw |Usable ME LN Drive| Start 5
MB | MB rive Starting
2 FFFFFFFFEEFF ChUsed) | 3 chd | Block |Blocks [' M0
7560MB 17560MB 17560MB 17560MB o
0-125 1-124 0-123 1-122 ’7(’7(’7(’7’7’7’7’7’7 70242 BaB64 {0.0 %)

17560MB 17560MB 17560MB 175B0MB o
0-117 1-116 0-115 1-114 ’7(’7(((’7’7’7’7’7’7 PR | G (0.0 %)

Physical Di

o

o
70242 | 68664 ©.0%

Selectthe pack or pack(s) you wish to assign to the next group of LUNS you will create, and press on an action buttan. The rules for comhbining

packs are:

* Apack may be splitinto multiple LUNS.

» Each pack must have the same number of disk drives (if you want to combine them).

* Youneed a minimum of 2 disks for RAID 0,1; 3 for RAID 3,5; and 3 for RAID 0+1. Additional constraints on allowahle RAID structures may
also be applied, depending on whether or notyou are spanning packs. This configurator will preventyou from creating an invalid
conflguration, once you select which pack(s) vou want to vse to define this nesd Jogical disk.

= Amaximum of 16 packs may he combined into a single LUN, but you can not exceed 4,294 967,295 hlocks (approx 2.1 TH)

Logical| puin oo |Pa[:k(s) Usable | Write | oo e

Drive# Used MB Cache

New |Select pack(s) from ahove, then press an action button hefow.

Configure New

Cancel

Figure 3-8  Select Drive Packs to Include in LUN

2. Check the boxes at the left (A, B, or C) to select one or more packs to combine into a

LUN.

3. To create a LUN from drive pack A, for example, activate the A box and click
Configure New at the bottom of the screen.

The screen in Figure 3-9 appears.
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Logical Unit Configuration for system at fhw/scsi/sc3dolo

Drive Pack Physical Distribution
T Ilocated| 2y

Raw
MB

\ R N R e o o

T

A7SG0MB
0-125

A7SG0MB
1-124

11552”““9WWFWTWT@@WTW?fT

o

A7SG0MB
0-121

A7SG0MB
1-120

A7SG0MB
0-119

B ([ [l [ [

o

A7SG0MB
0-117

A7SG0MB
1-116

A7SG0MB
0-115

B[] [ [1] ] oot o] 1 | [ ] ]

+ Amaximum of 16 packs may be comhbined into a single LUN, hutyou can not exceed 4,294 967 295 blocks {(approx 2.1 TH).

Logical Packis)| Usable |\Write . .
Drives RAID Level Used ME Cache Stripe Size
0 |[RAID 0 Gtipe) Max MB=c3664 =1l 18D |[a11 W | C8Ke C16KB © 32KB 64 KB

Applyl Cancel |

Ifyou enter ALL for the MB field, then the configurator will autaomatically allocate all remaining storage from the selected packis).

Figure 3-9 LUN is Being Defined

These dialog boxes show that a Logical Drive #0 (LUN 0) is being created that
allows you to select the RAID level and usable MB.

4. Select the desired RAID level from the drop-down box shown.
5. In this example, leave All in the Usable MB field, and click Apply to actually create

the LUN.

The screen shown in Figure 3-10 appears.
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Logical Unit Configuration for system at fhw/scsi/sc3dolo

Drive Pack Physical Distribution
| o — mlocated| - W:t &
MB MB rhve arting
o [ e e R g e o
0-125 0 (35155968 |17166
17560MB |17560MB |17560MB |17560MB 70242 | GAEE4 GEEG4 l] 1-124 0 (35155968 |17166
0-125 1-124 0-123 1-122 (100.0 %) l] 0-123 0 (35155968 |17166
1-122 0 (35155968 |17166
17560MB [17560MB 17560MB |17560ME
0121 1-120 0-112 1-118 H’H’H’F’irrrr TUZHZ| RS (uu%) ‘ ‘ ‘
17560MB [17560MB 17560MB |17560ME
C o 1-116 0-115 1-114 H’H’H’F’irrrr | B (0.0 %) ‘ ‘ ‘

Logical Packis) Usable Write . .
Drives RAID Level Used | MB |Cache Stripe Size
0 |RAIDO(Stripe)| A 62664 Y 64 KB
1 |[RAID O (Stripe) o Y 64 KB

+ Amaximum of 16 packs may be comhbined into a single LUN, hutyou can not exceed 4,294 967 295 blocks {(approx 2.1 TH).

Select Pack(s) | Mext Screen Cancel

Figure 3-10 LUN is Defined

The right-hand side of the table shows how the LUN is physically arranged on each
disk drive.

6. To continue building LUNSs that incorporate drives in other packs, click Select

Pack(s) and repeat the process of defining LUNs and their corresponding RAID
levels and usable MB.

Figure 3-11 shows how the screen appears after using all the drive packs to define
three separate LUNS.
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Logical Unit Configuration for system at fhw/scsi/sc3dolo

Drive Pack
Pack

A [178EOMB 17SGOMB 17850ME | 17850ME
0-125 1124|0123 1-122

g |178E0MB 17SGOMB 17850ME | 17650ME
0121 1-120 0-112 1-118

¢ [178EO0MB 17SGOMB 17550ME | 17550ME
0-117 1-116 0-115 1-114

20 I L S T

15

| 3|

Raw [Usable Allocated
MB | MB MB | UN |Drive
("iUsed) | # |chD
0 (0125
FREE4 | 0 [1-124
T e (100.0%) | 0 [0-123
0 [1-122
1 0121
F26E4 | 1 [1-120
T e (100.0%) | 1 [0-119
1 1118
2 [0-117
fREE4 | 2 [1-116
T e (100.0%) | 2 [0-115
2 [1-114

Physical Distribution

Starting
Block

# Blocks

#MB

35155868
35155868
35155868
35155868

17166
17166
17166
17166

35155868
35155868
35155868
35155868

17166
17166
17166
17166

cooo|loooo|loooo

35155868
35155868
35155868
35155868

17166
17166
17166
17166

+ Amaximum of 16 packs may be comhbined into a 5

Logical
Drive#

RAID Level

Packis)
Used

Usahle
MB

Write
Cache

Stripe Size

0 |RAIDD

(Stripe)

A

[ae]alag

Y

64 KB

1 RAID 0+1 (Mirrored Stripe)

B

34332

Y

64 KB

2 RAID & (Right Asymmetric)

C

51498

Y

64 KB

Newt Screen || Cancel

Figure 3-11 All LUNSs Defined

ingle LUM, hutyou can not exceed 4,294 967 295 blocks {(approx 2.1 TH).

At this point, all the LUNs have been defined. Next, the RAID controller must be
updated with the new configuration.

Updating the RAID Controller

To update the RAID controller with the new LUN configuration, follow these steps:
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1. DPress the Next Screen button.

*** Warning * * *

B This command will add new LUN(s) to the logical disk configuration. @
" Please allow up to 30 seconds for the next screen to appear.

Are you sure you want to do this? YES M

[Return to Main Page] [Log Off]
Figure 3-12 Updating the RAID Controller Warning Screen

2. Click YES to save the LUN configuration; otherwise click NO.

If all goes well, the screen shown in Figure 3-13 appears indicating that the new
LUN(s) are online.

. Initialize the LUNS. (Allow roughly 1 min/GB). This sfep must nat be skipped. If you do, then yau risk future data ioss.
. Map new LUNS to your desired AffinityLUN/SAN mapping scheme which will determine what hosts and contrallers can

. Install device drivers on the computer(s) which will access the new LUNS.

***Warning *xx

The new LUNS are now on-line. You would now perform these operations in the order below:

You may inftialize multiole LUNS &t the same time.

access them.

x|

Figure 3-13 LUN Online Screen
3. After you click OK on the screen shown in Figure 3-13, you are returned back to the
main page. You must then follow these steps:

a. Install the device driver for the new LUN (see “Installing Device Drivers for
New LUNS (Configuration Function Menu)” on page 54).

b. Initialize the LUNs (see “Initialize LUN(s) (Configuration Function Menu)” on
page 43).
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Back at the main menu, click select Create/Destroy/Expand Logical Drives under the

Configuration Function menu. The screen shown in Figure 3-14 appears.

perfermance characteristics of each each type. Or chose one of the buttens below:

This section lets you set up new configurations, or add/delete/expand logical drives in existing cenfigurations. You will be
walked through each cheice, and the configurater will not change anything until specifically instructed to do so. Click here
for a help screen which describes your RAID options in detail, and provides you with relative capacity, availability, and

New Configuration

New Configuration

This creates a new cisk configuration. (Al of your data will be destroyed in the process!)

Add a LUN - Retains ALL Data

This lets you use fres disk space to create an additional Iogical RAID disk (LUN). Existing data will not be
affected. You must have unconfigured disks available, and at least one LUN must already exst

Add LUN(s)

Delete last LUN - Retains ALL Data (Except that of the LUN which will be
destroyed).

This will Iet you delete the last LUN which was defined. (Limitations with the current firmware make it
impossible to delete amything hut the last LUN.) If you click on the Delete LUMN, then the next screen will
describe it's characteristics, and give you the chance to get out cancel the procedure. Note: The
configurator will nof attempt to determine if there is a mounted filesystem on the LUN.

Delete LUN

Expand a LUN - Retains ALL Data

This lets you add capacity to an existing LUN while the controller is online with the host(s). For example,
a system using a 6-cisk RAIDS set can add another disk to create a 7-disk drive set. This procedure is
also referred to by the acronym,"ORE", for On-Line Raid Expansion

Duting the axpansion, which includes re stiping data fram the old (smallar setta the largar set, the contrallar
continues to serice host KO operations

AIORE iz suppored in the simplex mode of operation only. One contraler in a dual-active controller systerm must
be dizahled (failzd-over). Attermpting to do this operation in a dual-active environment will be rejectad.

One to six drives can be added to a set at a time. The maximum number of physical disk drives is sixteen.

“ou cannot have 16 LUNs defined. The expansion requires one free LUM in order to execute.

“ou can not perfarm an expansion if all 16 LUNS are defined

There must be no SPANNED LUNs defined

The disk drives heing added must not be part of an array.

The capacity of each of the added disk drives must be greater than or egual to the size of the smallest disk drive
inthe set

The added capacity parameters are kept in non-volatile mermoary. In the event of power loss to this host orto the
subsystern, (or 3 controller failure) then the process will automatically resume when power is restored, or the
controller is replaced

In the event of a disk drive failure, the process continues to completion in CRITICAL mode

ORE, Initiaitze, Rebuild, and Consistency Check are mutually exclusive operations. Only one process may run at
atime

Mo configuration update commands will be accepted during the expansion

Write-back cache iz disahled during the expansion.

The LUN must be on-ling

BExpand LUMN

Figure 3-14 Create/Destroy/Expand Logical Drives Screen

To add one or more LUNSs, follow these directions:

1. Click Add LUN(s).

A screen similar to the one in Figure 3-15 appears.
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RAID Array Configuration for system at fhw/scsi/sc3do1o
Drive 1 |Drive 2 |Drive 3
ChiD | ChiD | Ch-ID
a  17580MB 17580MB [17560MB 17550MB
0425 1124 0428 (1122

eyt
B Assign ‘

Drive 0
Pack Ch-ID

Dnve Dnve

Ch D Ch ID

Maximum Logical MB

fve
Physma
ME ID RAID RAID | RAID
35 0+1

‘ 70242 ‘EEEE4|34332 51 493‘ 34332

]

Stripe Size (All LUNs) is 64KB. Totals:| 70242 68664 3433251408 | 34332

RAID

Enclosure #0 (Rackmount view, rofate 90° clockwise if in tower)
17560MB 17560MB 17560MB 17560MB

0125 1124 0123 1122

17560MB 17560MB 17560MB 17560MB
ozl 1120l o118l 111l
17560MB 17550M8B 17560MB 17550M8B
ez 116 o115 114l

* |f any disks above are colored GREEN, then they may contain active LUNS, You will, however, be allowed to reconfigure therm without requiring you to manually

delete any active LUNs (Provided you selected the Mew Configuration option)
* |n orderto build LUNS, you first must organize the disk drives into packs of up to 16 drives.
= The Next Assign box will show you what pack and drive number that the next drive you assign will be assigned to.
* Pack numbers are anly for the benefit of the configurator, and they are not saved within the contraller.

Figure 3-15 Add LUN(s) Screen (12 drive, 1Gb TP9100 RAID Subsystem view)

To add a LUN to an existing configuration, at least one LUN must already exist. In
addition, unconfigured disks must be available with enough disk space to create an

additional LUN.

2. Follow essentially the same procedures as before listed under “New Configuration”
on page 25.

The procedure that is followed and the screens that appear are similar to adding a
new configuration to an unconfigured controller. The differences are as follows:

All previously defined LUNs and packs (which are actually used in LUNSs) are
displayed when selecting drives for packs. The allocated drives, however, do

not have an empty checkbox in them (only unused disks have an empty
checkbox).

You may not add a drive to an existing pack. To do this, you must use the
Expand LUN button (see Figure 3-14 on page 36) to perform an online RAID

expansion procedure.

3. When you have finished defining the new LUN, click Next Screen.

The warning screen shown in Figure 3-16 appears.

37



3: Using TPM

Delete LUN

38

= = = Warning * * =

@ This command will add new LUN(s) to the logical disk configuration
Please allow up to 30 seconds for the next screen to appear

Are you sure you want to do this? YES M

[Return to Main Page] [Log OFff]

Figure 3-16 Add LUN(s) Warning Screen

4. Click YES to add the LUN, or NO to cancel and go back to the main menu.

If you select YES, the confirmation screen in Figure 3-17 appears after a brief

waiting period.

***Warning *xx

You may inftialize multiole LUNS &t the same time.

access them.

" The new LUNs are now on-line. You would now perform these operations in the order below:
. Initialize the LUNS. (Allow roughly 1 min/GB). This sfep must nat be skipped. If you do, then yau risk future data ioss.
. Map new LUNS to your desired AffinityLUN/SAN mapping scheme which will determine what hosts and contrallers can

. Install device drivers on the computer(s) which will access the new LUNS.

x|

Figure 3-17 Add LUN(s) Confirmation Screen

5. After you click OK on the screen shown in Figure 3-17, you are returned back to the
main page. You may then follow the steps shown in the screen of Figure 3-17.

Use the Delete LUN button on the Create/Destroy/Expand Logical Drives screen (see
Figure 3-14 on page 36) to delete a LUN.

To delete a LUN, follow these directions:
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1. Click Delete LUN.

The warning screen shown in Figure 3-18 is displayed. This screen shows the size
and characteristics of the last LUN that was created.

***Warning *xx

You are about to delete a logical disk. It's characteristics are:

+ Logical unit number: 1

+ Drive status: ONLINE

+ RAID Type: RAID 5 (Right Asymmetric)
+ Size: 105467904 Blocks, 51498 ME)

AFE yOU SUFE you want to do this? YESl N0|

[Return to Main Page] [Log Off]
Figure 3-18 Delete LUN Warning Screen

2. Click YES to delete the LUN immediately.

3. Click NO to return to the main menu.

Do not delete a LUN with a mounted file system on it. This may lock up the server, or at
the very least cripple it.

Warning: Make sure that you do not delete the LUN associated with the device
driver you selected to talk to the RAID subsystem. If you do, TPM will not be able to
communicate with the RAID controller until you choose another device driver from
the Select Physical Device screen (see Figure 3-2 on page 18).

RAID expansion allows capacity to be added to an existing RAID set while the controller
is online. No resets are required, and I/Os to other LUNs will be serviced (a little slower).
The following rules and conditions must be met to expand a LUN:
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Note: SGI does not support LUN Expansion and MORE operations on the IRIX
operating system.

Note: The initial release of the 2Gb TP9100 (Release 5.0) will only support the following:

16 system drives (LUNs) maximum
32 disk drives maximum

10.

If you wish to attempt an online expansion, and your environment is not properly
configured, the request will fail, and you will receive an appropriate error message.

During the expansion, which includes re-striping data from the old (smaller) set to
the larger set, the controller continues to service host 1/O operation.

LUN expansion allows you to add capacity to an existing LUN while the controller
is online with the host(s). For example, a system using a 6-disk RAID5 set can add
another disk to create a 7-disk drive set. This procedure is also referred to by the
acronym MORE.

MORE is supported in the simplex mode of operation only. One controller in a
dual-active controller system must be disabled (failed over). Attempting to do this
operation in a dual-active environment will be rejected.

One to six drives can be added to a set at a time. The maximum number of physical
disk drives is 16.

You can not have 32 LUNs defined. The expansion requires one free LUN in order to
execute.

You cannot perform an expansion if all 32 LUNSs are defined.
The disk drives being added must be in STANDBY, and must not be part of an array.

The capacity of each of the added disk drives must be greater than or equal to the
size of the smallest disk drive in the set.

The added capacity parameters are kept in non-volatile memory. In the event of
power loss to this host or to the subsystem, (or a controller failure) the process
automatically resumes when power is restored, or the controller is replaced.

In the event of a disk drive failure, the process continues to completion in
CRITICAL mode.
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11. MORE, Initialize, Rebuild, and Consistency Check are mutually exclusive
operations. Only one process may run at a time.

12. No configuration update commands will be accepted during the expansion.

13. Write-back cache is disabled during the expansion.

14. The LUN must be online.

To expand a LUN, follow these steps:

1. Click Expand LUN in the Create/Destroy/Expand Logical Drives screen (see

Figure 3-19).

perfermance characteristics of each each type. Or chose one of the buttens below:

This section lets you set up new configurations, or add/delete/expand logical drives in existing cenfigurations. You will be
walked through each cheice, and the configurater will not change anything until specifically instructed to do so. Click here
for a help screen which describes your RAID options in detail, and provides you with relative capacity, availability, and

New Configuration

This creates a new cisk configuration. (Al of your data will be destroyed in the process!)

New Configuration

Add a LUN - Retains ALL Data

This lets you use fres disk space to create an additional Iogical RAID disk (LUN). Existing data will not be
affected. You must have unconfigured disks available, and at least one LUN must already exst

Add LUN(s)

Delete last LUN - Retains ALL Data (Except that of the LUN which will be
destroyed).

This will Iet you delete the last LUN which was defined. (Limitations with the current firmware make it
impossible to delete amything hut the last LUN.) If you click on the Delete LUMN, then the next screen will
describe it's characteristics, and give you the chance to get out cancel the procedure. Note: The
configurator will nof attempt to determine if there is a mounted filesystem on the LUN.

Delete LUN

Expand a LUN - Retains ALL Data

This lets you add capacity to an existing LUN while the controller is online with the host(s). For example,
a system using a 6-cisk RAIDS set can add another disk to create a 7-disk drive set. This procedure is
also referred to by the acronym,"ORE", for On-Line Raid Expansion

Duting the axpansion, which includes re stiping data fram the old (smallar setta the largar set, the contrallar
continues to serice host KO operations

AIORE iz suppored in the simplex mode of operation only. One contraler in a dual-active controller systerm must
be dizahled (failzd-over). Attermpting to do this operation in a dual-active environment will be rejectad.

One to six drives can be added to a set at a time. The maximum number of physical disk drives is sixteen.

“ou cannot have 16 LUNs defined. The expansion requires one free LUM in order to execute.

“ou can not perfarm an expansion if all 16 LUNS are defined

There must be no SPANNED LUNs defined

The disk drives heing added must not be part of an array.

The capacity of each of the added disk drives must be greater than or egual to the size of the smallest disk drive
inthe set

The added capacity parameters are kept in non-volatile mermoary. In the event of power loss to this host orto the
subsystern, {or s contraller failure) then the process will automatically resume when power is restored, orthe
controller is replaced

In the event of a disk drive failure, the process continues to completion in CRITICAL mode.

ORE, Initiafize, Rebuild, and Consistency Check are mutually exclusive operations. Only one process may run at
atime

Mo configuration update commands will be accepted during the expansion

Write-back cache iz disahled during the expansion.

The LUN must be on-ling

BExpand LUMN

Figure 3-19 Create/Destroy/Expand Logical Drives Screen

A screen similar to that shown in Figure 3-20 appears.
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RAID Array Configuration for system at /hw/scsi/sc3doLo
The LUNs listed below will support an-ling expansion,
Orive Drive | [Drive 1[Orive 2| [Drive 2 |[Orive 4 [Drive 5 [Orive 6 [Drive 7 [Drive 8/ [Drive 9 [Drive 10/[Drive 11/[Drive 12/[Drive 13/[Drive 14| [Drive 15 Physical | LUN RAID
Pack | ChD | ChlD | ChD || ChelD | ChelD || ChelD | ChelD | ChID | ChelD | ChelD | ChelD | ChelD | ChelD | ChelD | ChelD | ChD | ME  |[Number Tupe
17560MB 17560MB 17560MB 17560MB :

17560MB
B 17560MB 17560ME | 17560MB 17560MB 097 Nest g7a03 | 4 | RAID O+ [Mirore d
0121 1130 p1e 11 g Assign Stripe]

RAID Subsystems

[Enclosure #0 (Rachmount view, rotefe 90° clockwise if i fower)
17560MB 17560MB 17560MB 17560MB

0-125 1124 0-123 1-122

17560MB 17560MB 17560MB 17560MB

0-121 1-120 0-113 118

T 17560MB 17560MB 17560MB

o7 18 onsl te1al

Selsct Ancther Pack EXPAND Selected LUN Select Marked | Cancal |

[Return to Main Fage] [Log O]

Figure 3-20 Expand LUN Screen (12 drive, 1Gb TP9100 RAID Subsystem view)

Note: In the screen shown in Figure 3-20, one disk drive has just been added to drive
pack A, leaving three unused disk drives that can still be used to expand a LUN.

The drives shown in green are in an online state, which means they are configured
into LUNs which happen to be online.

2. When there are drives shown in the RAID Subsystems Map area of the screen with
an empty checkbox visible, the drives are unused and can be assigned to expand a
LUN. Click the Select Another Pack button until the cell labeled Next Assign is in
the desired drive pack that is being expanded. Then activate the desired checkboxes
and click Select Marked to add the drive(s) to the pack.

When you expand the LUN, the drive pack to which the drive has just been added
will still be assigned to the LUN, but will have more capacity, thus expanding the
LUN.

Note: If a LUN does not qualify for expansion, it will not be displayed.
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3. When you have finished adding drives to a particular pack, use the Select Another
Pack button to select and expand another pack, or click EXPAND Selected LUN
button to finish the LUN expansion process.

If you click EXPAND Selected LUN, the warning message shown in Figure 3-21
appears.

Py

*=*Warning

_ This command will begin an an-line expansion of the selected pack. If you have a dual-contraller
b configuration, then the 2nd contraller will automatically be taken offline for you during the
procedure. (This is a limitation of the firmware, and not of the configurator). If you agree to continue,

P a followup message will appear which will tell you if the command was accepted.

Allow approximately 10 - 20 seconds for the next screen to appear.
Are you sure you want to do this? YESlE'

[Returm to Main Fage] [Log Off]

Figure 3-21 Warning Message

4. Click YES to begin the LUN expansion, or NO to cancel and return to the main
menu.

Initialize LUN(s) (Configuration Function Menu)

The LUNs must be initialized before the operating system can use them. The LUNs can
be initialized in the foreground or background. The TPM application automatically
selects uninitialized LUNs for you and displays their status (INITIALIZED,
UNINITIALIZED, or INITIALIZING).

To initialize one or more LUNSs, follow these steps:

1. To initialize LUNS in the foreground, click Initialize LUNs on the main menu.

The screen shown in Figure 3-22 appears.

To initialize LUNS in the background (instant LUN availability), click Initialize
LUNs in the background from the main menu.
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(Initialize LUN) Logical Disk Information for RATD Subsystem at /hw/sosi/sc13d4010

Logical Drive #0 (70120 ME, 73,526,149,120 Bytes) BT DR, \'EONLINE )
Affinity Map: SAN Mapping Initialize?[NO  uNmNITIALIZED

Logical Drive #1 {35060 MR, 36,763,074,560 Eytes) RAID 0+1 (Mirrored Strips) \'@EONL'NE )

Affinity Map: SAN Mapping Initialize?[NO  uNINITIALIZED

Logical Drive #2 {35060 ME, 36,763,074,560 BY‘ES)RAID 5 (Right As ) \'@EONL'NE )

Affinity Map: SAN Mapping Initialize?[NO  uNINITIALIZED

Enter "YES" in the fields corresponding to the LUN(s) you wish to initialize. You may select as many LUMs az you desire. Then press the Initialize
button to immediately begin the process, or press the Cancel button. Initialization will ron in the background, and the configurator will immediately
talcen wou to the background job status screen.

INITIALIZE Cancel

Return to Main Page] [Log Off

Figure 3-22 Initialize LUN

As shown in Figure 3-22, several LUNs are shown as UNINITIALIZED.

2. Type YES in the boxes corresponding to the devices to initialize, and click Initialize

at the bottom of the screen.

The initialization confirmation screen shown in Figure 3-23 appears.
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Request to Initialize LUN 0 - Operation started successfully

Request to Initialize LUN 1 - Operation started successfully

Request to Initialize LUN 2 - Operation started successfully

oK

007-4382-003

[Return to Main Page] [Log Off]
Figure 3-23 Initialization Confirmation

3. To continue with the initialization of the LUNs shown on the screen, click OK.

A status screen similar to the one shown in Figure 3-24 displays how the procedure

is progressing, and updates every 10 seconds.
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Background Job Status RATD Coniroller at /hw/scsifsc13d010

Logical Drive #0 (70120 MB, 73,526,149,120 Eytes) RAID 0 (Stripe) ('m

Cancel All | In progress 0.3 % complete.

Logical Drive #1 (35060 MB, 36,763,074,560 BEytes) RAID 041 (Mirrored Stripe) ('m

.~ Rebud Not in progress

| Consistency Check Not in progress
Cancel All | In progress 0.6 % complete.
| OnlineRAID Expansion Not in progress

Logical Drive #2 (35060 MB, 36,763,074,560 BEytes) RAID 5 (Right As e}

.~ Rebud Not in progress

| Consistency Check Not in progress
Cancel All | In progress 0.7 % complete.
| OnlineRAID Expansion Not in progress

This screen will automatically refresh in approximately 10 seconds

[Return to Main Page] [Log Off]
Figure 3-24 Initialization Progress
The initialization procedure can be done at any time, and the controller(s) will
service I/Os for other LUNs while this is in process. There is also a configurable
parameter in the controller configuration that allows you to adjust how much
controller CPU time to allow for background operations such as this.

Initialize LUNs in Background (Configuration Function Menu)

Background initialization makes uninitialized system drives consistent by setting the

parity while allowing the host to have instantly available read and write access to the
system drive.
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Note: Background initialization can only be performed on valid RAID levels (RAID

levels 1, 3,5 and 0 +1)

To initialize LUNs in the background, follow these steps:
1. Click Initialize LUNs in Background on the main menu.

The screen shown in Figure 3-25 appears.

(Background Initialize LUN) Logical Disk Information for RATD Subsystemn
at fhw/scsifsc3d510

ical Drive #0 (69 1B, 72,79 e ) E'QONLINE )
Logical Drive #0 (69424 MB, 72,796,340,224 Bytes) RAID 1 (Mirror)
Affinity Map: SAN Mapping Initialize? ©

ical Drive # i 5,502 G . ) ) "EONLINE )
Logical Drive #1 (138848 MB, 145,592 680,448 Bytes) RAID 0+1 (Mirrored Stripe)
Affinity Map: SAN Mapping Initialize? ©

ical Drive # 72N 0 7 ; . . 'IQONLINE )
Logical Drive #2 (208272 MB, 218,389,020,672 Bytes) RAID 3 (Right As i)
Affinity Map: SAN Mapping Initialize? ©

ics ive # 72 M u) 7 ; . . ;§0NLINE )
Logical Drive #3 (208272 MB, 218,389,020,672 Bytes) RAID 5 (Right As i) r
Affinity Map: SAN Mapping Initialize? ©

All devices above

Initialize AN? ©

Press the Initinlize button to imumediately begin wutializng the abowe LUN{z). After the process beging, you are
free to wnmediately create flesystems andfor put live data on all of these LUNs. Background mitialization
makes uninitialized system drives consistent by setting the panty while concurrently allowing the host to have
read and write access to the system. This background initialization feature will NOT destray any data.

Mote: Only uniritialized devices appear ahove.

INITIALIZE | Cancel |

Figure 3-25 Initialize LUNs in Background
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2. To select an individual Logical Drive to be initialized, select the Initialize radio
button next to the desired Logical Drive.

To select all Logical Drives created to be initialized, select the Initialize All radio
button.
3. Once the Logical Drive or all Logical Drives are selected, click INITIALIZE.

The screen shown in Figure 3-26 appears.

The background initialization feature has been enabled, and the process has begun.

oK

Figure 3-26 Initialize LUNs in Background

4. Click OK.

Background initialization now begins and initializes any uninitialized system drives one
at a time, and is paused by any of the following operations:

* Foreground Initialization

* Consistency Check and Restore

* Rebuild

If one of these operations is started while background initialization is executing,
background initialization is paused until the interrupting operation is complete. Once
paused, background initialization will only continue after a write operation to the LUN.

The same is true of a controller reset. To avoid this, let the background initialzation
process complete on all logical drives created, prior to putting the RAID array online.

Note: Performance is degraded during background initialization because every write
requires access to all drives in the RAID group. Sites that require optimal performance
should take this into account and initialize LUNs in the foreground. Published
performance levels are not guaranteed when background initialization are in process.
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Configure Host-to-LUN Mapping (Configuration Function Menu)

007-4382-003

The Configure Host -to-LUN item on the Configuration Functions portion of the main
menu (see Figure 3-1 on page 14) allows logical drives to be made available or invisible
to selected Fibre Channel host adapters.

RAID controllers offer several drive mapping techniques and configuration modes for
many different environments. These configuration modes define which hosts see the
logical disks, and the effects of a hardware failure. When you select Configure Host to
LUN Mapping from the main menu, the dialog box shown in Figure 3-28 on page 53
appears.

The mapping strategy currently used by the controller is indicated with (CURRENT). In
the example of Figure 3-28 on page 53, the SAN Map is the current mapping strategy.

Note: SAN MAP is the only mapping strategy supported by the TP9100 RAID system.

Click SAN MAP to make any modifications to the mapping strategy. No changes are
made until you complete the subsequent dialog boxes.

Heed these important warnings:

Warning: A reset is required if you change the mapping type (for example, from
SAN to Affinity), or the topology type within SAN mapping. You can, however, set
things up and postpone the reset until you have some downtime available.

Warning: If you make a change to the mapping, be sure to consider how the new
mapping might affect device drivers on attached systems. Depending on what you are
changing, you might make the controller invisible to TPM. You also might make one
of your host device drivers now point to the wrong LUN, which could result in data
loss if the LUN is in use. In other words, TPM will not stand in your way if you do
something to configure the system in an undesirable manner.
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SAN Mapping

50

Warning: Only the most experienced administrators should make changes in an
on-line environment.

The Storage Area Network (SAN) Mapping feature, also known as Host-to-LUN
Mapping feature, restricts host access to logical drives. Each drive is granted only to a
single host or group of hosts, providing limited security control of data in an
environment where multiple hosts are connected to the controller.

The SAN mapping feature is intended for use in configurations in which multiple host
computers attach to one or more controllers. This is also referred to as a SAN
configuration. The host computers are attached to the controller(s) through a fibre
channel arbitrated loop, FC hub, or FC switch. An example of fibre channel arbitrated
loop configuration is shown in Figure 3-27.

Host Computer 1 Host Computer 2 Host Computer 3

I

FC Hub or Switch

| |

RAID Subsystem
With Dual Controllers

I |

Logical
Drive 2
(RAID 0)

Logical
Drive 3
(RAID 5)

Loglcal Loglcal

Drive 0 Drive 1
(RAID 3) (RAID 1)

Figure 3-27 Storage Area Network
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Without host to LUN mapping, each host computer (1 through 3) has complete access to
all four system drives. When a host system boots, IRIX operating systems might not
automatically attempt to mount all of these system drives, but you still have a security
risk, and the possibility that a user with root privilege will mount one of these disks, or
attempt to create a file system on one of these disks.

By utilizing SAN mapping, however, each logical drive can be configured to be visible to
a single host computer only. If you are using a volume mapping tool such as Veritas’
Volume Manager, or Tivoli’s (previously Mercury’s) SANergy product, then you can
safely concurrently mount file systems on these LUNs to any number of these three hosts.

The controller uses the World Wide Name (WWN) to uniquely identify host computers
that have logged in to the controller. A list of valid hosts and their corresponding WWNs,
is provided to external configurators in order to configure the mapping.

After logical drives are configured, the controller maintains a table of WWNs for each
one. This table defines the hosts that are granted access to each system drive and the
controller port and the LUN number. The controller uses the table of WWNSs to determine
access to a specific system drive. If a host sends a new command to the controller, the
controller validates the WWN, LUN, and controller port prior to servicing the command.
If the WWN, LUN, and port information are valid for the system drive, the requested
command is completed normally. If the WWN, LUN, and port combination are not valid
for the system drive, the command is completed with SCSI Check Condition status, with
the sense key set to Illegal Request (05h) and the sense code set to Logical Unit Not
Supported (25h).

There are three exceptions to the response to commands when the WWN, LUN, and port
combination are not valid:

1. If the request is an Inquiry command, the controller returns the Inquiry data with
the peripheral qualifier set to indicate that the target is capable of supporting the
specified device type on this LUN, but no device is currently connected to that
LUN.

2. If the request is a Report LUNs command, and the addressed LUN is 0, the
controller completes the command normally, reporting only the LUNs accessible by
the host requesting the command.

3. If the request comes from TPM, however, the command is processed normally by
the controller. This allows a controller that is not configured to be reconfigured to
operate correctly with the attached hosts.
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SAN Mapping Topologies

The model of controller you use dictates what SAN Mapping topologies are supported.
This manual covers all three possibilities (Inactive Port, MultiPort, and Multi-TID). Only
one type of SAN topology can be active, and any changes to a topology requires a reboot
for it to become effective. The topologies are:

¢ Inactive Port—in this topology, Controller0/Port0 and Controllerl/Port1 are active.
During failover, the inactive port on the partner takes over for the active port on the
failed controller.

e MultiPort—in this topology, all ports are active. This topology does not provide
transparent failover or failback and requires an alternate path driver to the host.

Note: The SGI supported topology for multi-path failover is Multi-Port. Use TPM
software to set the topology.

e Multi-TID—in this topology, all ports are active. This topology provides transparent
failover and failback, but should not be used in conjunction with an alternate path
driver.

Caution: If two systems independently access the same volume of data and the
operating system does not support file locking, data corruption may occur. To avoid this,
create two or more volumes (or LUNs) and configure each volume to be accessed by only
one system.

This manual is not designed to be a tutorial on the strengths, weaknesses, and required
external hardware configuration to use for each topology for the various operating
systems. The documentation here merely covers how to configure each of them.
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SAN Logical Drive Map for RAID Subsystem at /hw/scsi/20000080e5115f52/1un0/c3pl

MultiPort =

controller.

Portmap nast

path driver.

Topology Descriptions
Topology (Current Topology is MultiPort)

+ Inactive Port - Ctri0/Portd and Ctrl1/Port are active. During failover, the
inactive port on the partner takes over for the active port on the failed

+ MultiPort - All ports are active. This topology does rot provide
transparent failover/failack and requires an alternate path driver to the

X + Multi-TID - All ports are active. This topology provides transparent
Current. COPQ
TIED falloversfailback, but should ret be used in conjunction with an alternate

If you change the topolegy. Then you must RESET the contreller before it
will apply the new topolegy scheme. However, a reset is not required to
change any of the below mapping.

Defined Drives

Drive #| Type | MB

0 RAID 0 68,664

1 RAID 0+134,332

2 RAID1 (17,166

Host World Wide Name SD #00 5D #01 5D #02

Drive to LUN Mapping [tuno =] [tunt =] [tunz =]
Allow ALL Hosts ~V 2 2
20-00-00-E0-8B-00-F3-C4 = ¥ ¥
10-00-00-60-69-20-15-72 = ¥ ¥

APPLY Cancel

[Return te Main Page] [Log Off]
Figure 3-28 SAN Mapping Topology view - 1Gb TP9100 RAID controller

Regardless of the topology, the bottom portion of the screen shown in Figure 3-28 will be
the same. Administrators must first choose the topology that best matches the SAN
environment, then configure the mapping. To change the topology, click the Topology
drop down box, then press the Select button. The screen is then changed to contain the
appropriate values for the selected topology and controller /port combination.

Note: Your subsystem will probably have multiple controllers and ports. If this is the
case, use the buttons in the Portmap area of the screen to configure the map for each of
them (the topology type is the same for all ports).

After all the changes have been made, click APPLY at the bottom of the screen.

The warnings given earlier in this section are repeated here:

53



3: Using TPM

Warning: A reset is required if you change the mapping type (for example, from
SAN to Affinity), or the topology type within SAN mapping. You can, however, set
things up and postpone the reset until you have some downtime available.

Warning: If you make a change to the mapping, be sure to consider how the new
mapping might affect device drivers on attached systems. Depending on what you are
changing, you might make the controller invisible to TPM. You also might make the
device drivers now point to the wrong LUN, which could result in data loss if the LUN
is in use. In other words, TPM will not stand in your way if you do something to
configure the system in an undesirable manner.

Warning: Only the most experienced administrators should make changes in an
on-line environment.

Installing Device Drivers for New LUNS (Configuration Function Menu)

54

Selecting this item on the main menu (see “Main Menu” on page 13) instructs TPM to tell
the host computer to scan for new devices and update device drivers. To initiate this
process, click Install device drivers for new LUNS on the main menu. The warning
screen shown in Figure 3-29 appears.
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* * * Warning * * *

This command will install new device drivers for any new LUNS that might have been built.

|STOP| It will call the included wrlpt damdevscan, so take an\ neeessary precautions advised by your
sysadmin before running it. (The seript will take 1 - 2 minutes to run).

Are you sure you want to do this?

[Return to Main Page] [Log Off]
Figure 3-29 Install New Device Drivers Warning Screen

If you are running in a live environment with mounted LUNs, you need to be careful
about executing this feature. For example, if you changed SAN mapping so logical drive
#3 is mapped to LUN 0 instead of LUN 4, then you will make file systems disappear, and
confuse your device drivers. This should be expected, of course. As stated earlier, TPM
is not going to prevent you from doing something that would be detrimental to the
system configuration.

Also, if you have cross-linked or improperly defined device drivers, running this
function corrects the problem, but it also properly redefines drivers. This could also have
an effect on mounted devices. Below are some operating system-specific comments:

e IRIX: TPM calls the $DAM HOME/ dandevscan shell script.

If the new LUNSs have not been discovered, a system reboot may be required in
order to have the host recognize the new devices.

Administrative Functions

The Administrative Functions menu is located on the main screen and is shown in
Figure 3-30.
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Administrative Functions:

aroups are defined.

Feset controller(s) - This simultaneously cold resets all controllers in a subsystem. Multiple attempts are made for 90 seconds, in case the

controllers have active [/0s.

Gracefully bring a controller off-line.

to a dual-controller configuration.

Perform data consistency checlerestore on a LUM - You should perform a data consistency check regularly for all redundant LUNz.

EnableDizable write cache for LUNCs).

Figure 3-30 Administrative Functions Menu

View/Modify BAID controller confimuration - Although many changes may be tnade on-the-fly, some settings must be tade before any RAID

Gracefully bring a 228 controfler an-line. - Do this after a failed controller has been retnoved, or you are upgrading from a simplex configuration

This menu has the following selections, with the associated explanations on the indicated
pages:

“View /Modify RAID Controller Configuration” on page 56
“Reset Controller(s)” on page 60

“Gracefully Bring a Controller Off Line” on page 61
“Gracefully Bring a 2nd Controller On Line” on page 62
“Perform Data Consistency Operations on a LUN” on page 63
“Enable/Disable Write Cache for LUN(s)” on page 66
“Modify /Purge Non-Volatile WWN Tables” on page 67

View/Modify RAID Controller Configuration

This menu selection lets you make changes to your controller. The most important thing
to know is that changes labeled On-the-fly are immediate. Those marked Reset require
a controller reset to become effective. The two choices labeled New Config can only be
made when there are no defined LUNSs, as they are data-destructive. When you click
View/Modify RAID controller configuration, the dialog boxes appear as shown in
Figure 3-31 through Figure 3-33. A partial dialog box is shown in each figure.

56
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DACOGOFFx Controller Confizuration (Fiimware Type £ Rev 2.40 Build #0 } 511 MEB Cache, Max #LUNs=32

Current Value Category |Desc11]nl:|mn
[f enabled, 1t detects the replacement of a faled dnve and performs an awiomatic rebuld once
P Auto Rebuild On-the- |t has spun up, prowided it s nstalled mto 2 recdundant array (RATD 1, RATD 3, RAID &,
Management Iy RAID O+1). If this feature is disabled, the administrator must 1zsue the rebuldd command
matmally through this confipurator,
Allows the controller to takce autonomous actions when a fature occurs. This motutors and
= Operational Fault Eloats reports dove fathures, backeround activity commpletion status, enclosure events, ete. This should
Management #8 remain enabled thing normal controller operation. {This is afse knowi as SES, ar SCST
Enclasure Services)
= Aute Failback Reset Allaws the nurviving cpntm]]er to automatically sense and place an nserted replacement
controller back in service.
The contraller extends commands to the corresponding riripe unit size. The contraller reads
\ data from disk in chunks of one stipe-unit size. Civen an 8K B strpe size, a 2KB 1cad, for
il Bl Aierd] Ie e examyple tesults m 8KE read hemg sssued to the drive The remaming 6K B of data stays n the
cache.
Super Read The controller extends the read-ahead algorthm by always reading an extra cache line on a
[ Allle-ul ) Reset |read request, and reading a Arther cache line when a cache hit ocours on a pre-fetched cache
18 fine. This 15 prmarily useful for applications with ahish degree of sequential access.
[f enabled, reazzigns will be restricted to only one blocls, the failing block. [fthis iz disabled all
- Reassign limited Reset reassigns will be for the entire current 1/0), some possibly large number of blocks, not all of
to 1 sector €581 lthem failing. The single block reaseipn is firther limited to recovered errors and medium
EfTOCE.
. When enabled, and if the host enables venify onoan IO operation, and data is ransferred, a
C e iy FEE e wvenfy with data comparizon is performed. When disahled no data comparizon = made.
[ ?li:_lzl‘;;f;?ﬂm. Reset |Durmg error handling, this turns on Force Unit Access for reads and wrtes.
This walue times 2 appro:amatss the percentage of avatlable rebuld cycles to be used when
. retalding a RAID eroup, or checling consistancy. CPU uttization 13 always shared with data
IF Ce o [t:l w;_@t C-ilie- [raffic. Range 0-50. Therefore, a value of 50 devetes the mazanmum allowable resources to a
D“;::;t ney ° fly drvwe rebuldd or expansion, allowing  to proceed at s fastest. & lower aumber provides more
el resources to scrvice other 105, If yes wish ta manitor the rebuild status through the
configurator, set this value no higher then 43,
Sets the mammum alowed queue depth for tapeed commands to all attached disk detwes. This
waluz 15 further limited to the disk dnwves own tag luvdt, when that bmit iz reached. A sethng of
I2 Disk Queue Reset |’ is sirndar to no tags. [f using device combing (Oueuing- Coalescing Optirrization), set the
Limit ’ quene tag limit to 2.
Do not change this value unless specifically directzd to do 0. Range 1= (1-255).
Quening - On-the-
=i Coalescing nﬂ, [f enabled, this will join the data from adjacent I/Os into a single I#O to improve performance.
Optimization

Figure 3-31 View/Modify Controller Configuration, 2Gb TP9100, 8.40 firmware (partial)
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Figure 3-32 View/Modify Controller Configuration, 2Gb TP9100, 8.40 firmware (partial)

Any time a command 5 recelved and the controller detects a queue full condiion, & will
r Enable On queue Reset nortnally return Cuene Full stamus, I enabled, a queue full status will return a BUSY status, if
full give EUSY ’ dizabled, & will return QUEUE FULL. This 15 intended to hely hosts confused by QUEUE
FULL.
If enabled, cach controller shares its node name with its partner controller and those names
are used through all phages of failover and failback. If dizabled, each controller still shares its
I Failover Node Reset node name with its partner controller, and those names are still used through all phases of a
Name Retention €€ falover, BUT when a falback ocours the replacement controller uses its own node name. Mot
hawing this feature enabled wil hawe serious ramifications if the controllers ars commected to a
hast that uzes node names to locate the LUTNs
‘ O ‘%‘;:_;E];';? for ‘ Onﬁ;he_ ‘If checked, then ups monitaring i3 dieahled.
Disable Check If checled, the inguiry command will return data with the peripheral qualifier field setto 1 or
¥ Condition for Reset (0z20 for the byte meaning peripheral not connected. IE clear, the inguiry will fail with check
Invalld LUN condition of Mlegal request (sense=5/25/00).
r Disable Panse Reset Normally, when controller is starting up, cettain commands encounter a brief pause. If this
when Not Ready eS8l el i checked, the pause iz disahled, atherwize, it 12 enahled.
Disable BUSY During falback, the survivor controller normally returns BUSY to new commands received
r ':; © filbacl Reset |(from the host durmg the cache flush operation. If checked, requests are ignored. If unchecked,
e i BUSY status 13 returned. This feature 1z intended to help hosts that are confuzed by 2 BUSY.
Fnable DEBUG If checked, then debug output will 2o to the senal port This is for Engineering and Diagnostic
¥ Pn; o Reset (purposcs only, and will result in a performance loss if enabled. If not checked, then the port
ore will he in SLP (ho jumper) of WT100 tode (umper - Standard Mode).
ul Enable Vendox Reset If checked, a Test Unit Ready command sent from the host to an off-ine LTUTN wall return a
Unique TUR €581 hard error status (4/00/00). [f clear, then it will return a not ready statws (2/04/03).
‘ I 19200 "l El;i;ﬂ LFtTs 1E00 ‘ Reset ‘The band rate of the serial port when i WT100 or Diebug modes.
F Simpl This 15 provided to allow duplex frmware to serve in 2 simplex environment, and makes duplex
¥ E__Iur[ie D e Reset |finnware skip some of the active-active operations. If you check this field m a duplex
WL environment, then one of the controllers will go into reset.
: 5 Thiz prowides zn extra degree of data safety when operating in failed ower condiion. This
r (.‘IZIIISG!I‘VI‘('IEIVE Dl turns off write cache while the failed over conditon persists. Checlang this field enables
Cache Mode fly :
conservatve cache mode.
o Simplex Disable For simplex-only. If checked, prevents a controller from asserting the reset signal to the
v Reset
Reset partner controller.
I l Fibre Channel Provided to allow adjustment of the FC clup's frame size. Unless you are almost always doing
2043 Bytes || Frame Control E=cel very small block YO, then you would want this set to 2048,
Prowded to allow adustmernt of the FC chip's uge of the internal bus. It controls the amount of
data each FC processor chip can burst across the primary bus before relinguishing bus
512 Bytes = PCI Latency Reset ownl:rsl.mip t.u the nc.xt d.cvic:c. This takes cffcu.?t only when all mternal FC bus ports are actare
Control T |and arbitrating, Ordinarily you showld leave this sst to the factory default value of 512. If you
are in a high throughput ensnrontment, then you may see a shight performance advantage if yon
change the value to 2048,
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Enable Hord | This allows vou 1o force the hard loop ID's for every conwoller and pors. The fields below are uzed to
3 Lm iD Reset |assign them. Do not enahle this feature unless you set appropriate values for your controllers
ol Changes will not go mto =ffect unkl wou issue a reset or recyle power to the amray.
Citl0 Portl h
ol Portd |1 Hrfr(l Locp 1Ds Allowrs option of using the same loop [Da all the tane. Some Gbre HE A2 reguire non-default setines
L5 ?:"‘3 1 Reset |here. Contact your supplier for details. The valid range 42 0-125 (0 - 0=7d). Enter a decimal manber.
Cill Pexto 2 :;I:l];l S Do ot adiust these mumibors unless instructzd 4o 50 By yor vendor's tochuicid support tewn.
Crll Portl E
If the controller fails, and this featre ie enshlad, then it will dutrp detailed diagnostic informarion into 2
3 Drebug Dmnp rezerved area of disk wiich can he sent to engineeting For faihire analysis Tty should always be
e bzl

lm ROF Ream This reboct on falure rearm mterval specifies how long the controller must stay up before the auta-
|Interval reboat feature will he enabled.
2

# of times the controller will be rebocted when a controllar failure ocoues within the rearm interval
ROF Reboot

il abowe. If thic count iz ezceeded in the rearm interval no more reboots on failure will ocour To disable
Z ot

the ROF, set this feld 1o 0 2nd the rearmn dnterval shove 1o something other than DISABLED.

If enabled, hackground mibalization will start antomatically. When the controller restarts up or after a
configuration changs on any system drives that requirs mitishzation If disshled backeround
wittialization will NOT start antomatically when the controller restarts up or after a confisuraton
change Regardless of this parameter being enshled or disabled. Backoround inhalization must be
initiated to immediately use the LUN(s) for whatewer I'D you wish to perform. Bacleground
initialization makes uninitialized system dnves consistent by setting the pariny while concurrently
allorwang the host to have read and wite access to the system drve. Plsase de mot chargs Yais valne
reriess Destructed to ds 5o By vour ruppfer

Suart Large Host - LE checked, large transfers will coalesce into fewer 1108, which means fewrer disconnects on large

3 Back ground Init

o transfers. This only talees effect for transfers laroer than the stepe size. If enabled, vou will have a
HaEL slightly higher throughput, at a possible cost of some I0Ps.

I2 # of Dievices to spin up af = fme.

Ignored for "On Powst" mode.

|6 # of seconds to delay.

atornatic, tine betwrzen disk spinup cvcles.
O Fower”, tune before issuing start-up comands.

Automatic - I Spin-1p Settings

ID # of zeconds berween subsequent spin-ups.
Oy applic able to " Fower”

Notes:

1. Betings characterized as Reset requre that the controllers be reset hefore the new sethings are imroked.

2. 8etings charactenzed as On-the-fy may be made at any time, and will become effectivs mmediately.

3. Betings characterized as New Confiz must be made during mitial configuration, before any LUNs are created. They will result in data loss of
existing RAID gcronps.

Applyl Gancel| Reset Screen |

Figure 3-33 View/Modify Controller Configuration, 2Gb TP9100, 8.40 firmware (partial)

Make as many changes as you desire on the screen, then click the Apply button, which
saves the new configuration on all controllers, as well as the COD area on your RAID
subsystem’s disk drives. The Reset Screen button changes the settings to the default
values (the ones appearing when the screen was first selected).
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Reset Controller(s)

When the Reset Controller(s) menu selection is made, the screen shown in Figure 3-34
appears.

* * * Warning * * *

his command will reset the controller. Do not issue it if you have mounted file systems, and/or
the possibility of live data that has not been flushed from cache to disk.

ou will be notified if the command was aceepted, or timed out (10 attempts over 20 seconds),
whichever comes first.
Are you sure you want to do this?

[Return to Main Page] [Log Off]

Figure 3-34 Reset Controllers Warning Screen

Click YES if you wish to reset your controller. If the system is a dual-controller
configuration, clicking YES resets both controllers. Otherwise, click NO or the [Return

to Main Page] link.

You will see the screens shown in Figure 3-35 and Figure 3-36. These screens indicate
when the controllers are back on-line. Click the close button (X) or press the Close This
Window button after the controllers have reset.

Controler bostng - Mo mespomss fo
LRIy,

This wrticdons sl sctereftech,

Figure 3-35 Controller Booting Window
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Cluse This vindoe

Figure 3-36 Controller Responding Window

As a protective measure, if the controllers are busy servicing I/Os, the Reset command
will not be accepted.

Gracefully Bring a Controller Off Line

When the Gracefully Bring a Controller Off Line menu selection is made, the screen
shown in Figure 3-37 appears.

Warning

This command is provided for the administration of a dual-active controller configuration. When
this command is sent to a controller participating in a dual-a configuration, then the partner
controller will be killed and brought off-line for maintenance reasons. Afi ying this command,
you can select the Display (Dual) Controller Status funection to verify the status. ¥You must also

allow a few scconds for the controller to shut down.

Are you sure you want to do this?

Return o Main Page] [Log Off
Figure 3-37 Warning Screen

Click the YES button to initiate a controller failover. This is typically done for disaster
recovery testing. You could also do the testing by physically removing a controller, but
this lets you accomplish the same thing without touching the disk array.
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Gracefully Bring a 2nd Controller On Line

When the Gracefully Bring a 2nd Controller On Line menu selection is made, the screen
shown in Figure 3-38 appears.

** * Warning * * *

This command is used to inform a surviving controller of a dual-active controller pair that the failed
|5TOP| partner has been replaced and should be brought on-line.

Are you sure you want to do this?

Return o Main Page] [Log Off

Figure 3-38 Warning Screen

When a failed controller is replaced, the system either automatically detects the
replacement (if configured for automatic failback), or is informed of the replacement by
issuing this command. The following steps outline the failback process executed by the
surviving controller:

1. A replacement controller is detected.
2. The surviving controller releases its partner from reset.

3. Once the replacement controller completes initialization and is ready to resume I/O
requests, the surviving controller quiesces both ports by responding with BUSY
status to new I/0O requests.

The surviving controller disables the failover port or secondary ID.
The surviving controller enables its primary ports.

The replacement controller enables its primary ports.

N o G

Both controllers disable conservative cache (if enabled) for write-back system drives
and resume normal dual-active controller operation.

Click YES to force the failback.

Note: A replacement controller is held reset if a consistency check is in progress.
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Perform Data Consistency Operations on a LUN

007-4382-003

When the Perform Data Consistency Check/Restore LUN menu selection is made, the

screen shown in Figure 3-39 appears.

Check and/or Restore Consistency of LUNs for RAID Subsystem at fhw/scsi/sc5d010

Logical Drive #0 (71618560 Blocks, 36,668,702,720 "i EONLlN E '
Bytes) RAID 0+1 (Mirrored Stripe)

Affinity Map: SAN Mapping Check Only? © Check and Restore? ©
Logical Drive # (107427340 Blocks, 55,003,054,080 ﬁ ONLINE '
Bytes) RAID 3 (Parity Stripe)

Affinity Map: SAN Mapping Check Only? © Check and Restore? ©
Logical Drive #2 (107427340 Blocks, 55,003,054,080 ﬁ ONLINE '
Bytes) RAID 5 (Parity Stripe)

Affinity Map: SAN Mapping Check Only? © Check and Restore? ©

Select the LUN you desire, then press the Execute button to immedistely begin the process, or press the Cancel button to
return to the main menu.

EXECUTE Cancel

[Return to Main Page] [Log Off]

Figure 3-39 Data Consistency Check/Restore

Note: A check consistency will pause any background initialization process.
Background initialization will not restart until a write is sent to the LUN against which

background initialization was paused.

Use this screen to initiate a check and / or repair on a logical drive.

the logical drive must be configured for high-availability RAID.

To execute this process,

There are several reasons why the check or restore could be denied, and TPM reports the
reasons if the request is rejected. The most common reasons are that there is no on-line
spare disk to be used to repair the LUN, or more than one rebuild at a time is being

attempted.
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If you click EXECUTE to begin execute any of the check or restore actions, the dialog box
of Figure 3-40 appears, indicating that the process has started.

Request to Check LUN 2 - Operation started successfully|

oK

[Return @ Main Page] [Loz Off]
Figure 3-40 Operation Started Dialog Box

Click OK to proceed.

The window shown in Figure 3-41 shows the progress a few minutes after initiating a

Check and Restore for Logical Drive #0, and 15 minutes after starting a LUN
Initialization (format).
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Background Job Status RAID Controller at
Jherfscsi/20000080e5115£52/1und fo3pl

Logical Drive #0 (34332 MB, 35,999,711,232
Bytes) RAID 3 (Right Asymmetric)

Mot in progress

Mot in progress

Mot in progress

_ﬂ” In progress 9.8 % complete (18 mins left).

Mot in progress

Logical Drive #1 (34332 MB, 35,000,711,232
Bytes) RAID 5 (Right Asymmetric) S

. Reuld Not i progress
| ConsistencyCheck Not i progress
. nitiaizaton Not i progress
_| Has not been initiated.
| OnimeRADExpansion Not in progress

Logical Drive #2 (34332 MB, 35,000,711,232
Bytes) RAID 0+1 (Mirrored Stripe) S

. Reuld Not i progress
| ConsistencyCheck Not i progress
. nitiaizaton Not i progress
_| Has not been initiated.
| OnimeRADExpansion Not in progress

Logical Drive #3 {17166 MB, 17,999,855,616 m
Bytes) RAID 1 (Mirrar) S

. Reuld Not i progress
| ConsistencyCheck Not i progress
. nitiaizaton Not i progress
_| Has not been initiated.
| OnimeRADExpansion Not in progress

Figure 3-41 Background Initialization Status Screen
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Enable/Disable Write Cache for LUN(Ss)

66

When the Enable/Disable Write Cache for LUN(s) menu selection is made, the dialog
box shown in Figure 3-42 appears.

{Enable/Disable Write Cache) Logical Disk Information for RATD Subsystem at /hw/scsifsc134010

Logical Drive #0 (70120 ME, 73,526,149,120 Bytes) RAID D (Stripe) \'IQONL"'IE )
Affinity Map: SAN Mapping Enable Write Cacher
Logical Drive #1 (35060 ME, 36,763,074,560 Bytes) RAID 0+1 (Mirrored Stripe) \'IQONL"'IE )
Affinity Map: SAN Mapping Enable Write Cacher

Logical Drive #2 (35060 ME, 36,763,074,560 Bytes) RN & (R S ) ®ONL|NE )
Affinity Map: SAN Mapping Enable Write Cacher

Select as many LUMNs as you desire, then press the Apply button to make the changes, or press the Cancel button.

APPLY Cancel

[Return to Main Page] [Log Off]

Figure 3-42 Enable Write Cache For LUN(s)

Select the LUNs where you want the cache enabled or disabled and click Apply at the
bottom of the screen.
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Modify/Purge Non-Volatile WWN Tables

When the Modify/Purge Non-Volatile WWN Tables menu selection is made, the dialog
box shown in Figure 3-43 appears.

World Wide Name Table for RATD controller at device: fhw/scsifsc3d110

This is a list of the host poris and what coniroller ports they are conmected to.

Ifa fihre channel controller (HBA) does not appear helow, then the RAID controller can't see it.

You should map each host adapier to hoth controller ports, if you have a dual active configuration, and wish te have failover support.
‘World wide names in RED indicaie that they are cached entries, and no longer connected io the fibre channel.

The alphamumeric descriptions are stored in the ASCI file, avwiext.ixt, locaied in the home directory, which may be mamually edited.
Ifyou do not wish io define an entry, then either set it to hlanks, or leave it as 00-00-00-00-00-00-00-00.

+ 2 s s s

Controller 0 | Controller 0 | Controller 1 | Controller 1

World Wide Namne Description PortD Port1 PortD Port1
|20—00-00—E0-8B-05—AE—64 {Undefined) S ® IS

IOO—OOfOO—OOfOO—OO—OO—OO
IUU—UUDU—UUDU—UU—UU—UU
|00-00-00-00-00-00—00-00
|00-00-00-00-00-00—00-00

SAVE | Cancel | Purge Old Entries Reset Screen

[Retwin to Main Page] [Log Off]

Figure 3-43 World Wide Name Table for RAID Controller

The World Wide Name (WWN) table includes a delete WWN from WWN table and a
purge old entries option.

¢ 1Gb TP9100 RAID controllers support a maximum of 64 host WWNs.

e 2Gb TP9100 RAID controllers support a maximum of 256 host WWNs.

Note: All SAN mapping assignments created using firmware version 7.75 or later are
lost if the firmware is downgraded to previous firmware version.

A controller currently maintains a host WWN table until the configuration is cleared. As
WWNs are removed and the WWN table updated, any WWNs following those deleted
are moved up to fill the vacancies in the WWN table. The SAN map uses the indices of
the WWN table entries to specify hosts that have access to a specific system drive. When
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the WWN table entries are deleted, the indices change for any entries following those

WWNs that were deleted.

Reporting Functions

68

The Reporting Functions menu is located on the main screen and is shown in Figure 3-44.

Reporting Functions:

St default screen refresh rate - This lets you define the number of seconds between each screen refresh for status screens which autornatically
repaint.

Display (Dualy Controller Status - This returns status information on dual controller status, and host addressing infortnation on the connected
controller.

Topology query - Displays all host adapters on the SAN attached to the subystern, and what controller/ports they are attached to.

Display statistical data by physical dewvice. - This shows log page information for an individual disk drive.

Display SCELFibre device information - This issues a standard SCST Inguiry, and reports all fields which describe the device.

Display FULL subsystem confimuration information. - This is a complete hesidecimal dump of the controller's configuration data structures, and
containg information which may be of interest to your supplier in the event of a problem.

Display physical subystem infortnation. - displays drive status, statistics, errors and physical locations for all disks in a subsystem, including
expansion units.

Display logical subystem information. - displays RAID groups status, statistics, errors and logical configuration for all RAID groups ina
subsystetn, including expansion units.

Display etwironmental subsystern information. - displays power, fans, temperature, battery baclkup, and other data relating to the chassis,
including expansion units.

Figure 3-44 Reporting Functions Menu

The Reporting Functions menu has the following selections, with the associated
explanations on the indicated pages:

*  “Set Default Screen Refresh Rate” on page 69

¢ “Display (Dual) Controller Status” on page 69

¢ “Topology Query” on page 70

¢ “Display SCSI/Fibre Device Information” on page 71

¢ “Display FULL Subsystem Configuration Information” on page 73

¢ “Display Physical Subsystem Information” on page 75

¢ “Display Logical Subsystem Information” on page 77

¢ “Display Environmental Subsystem Information” on page 78
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Set Default Screen Refresh Rate

When the Set Default Screen Refresh Rate menu selection is made, the screen shown in
Figure 3-45 appears.

Set Default Screen Refresh Rate

The field below allows you to specify the number of seconds between each screen refresh for functions that autornatically update thernselves. Once
you take a change, it will be in effect until the confiqurator service routine running on your host is terminated. When you first start the program, the
default rate is every 10 seconds. The valid range is 2 - 999999 seconds.

Current Refresh Rate (seconds) IlU

SAVE Cancel

[Return to Main Page] [Log Off]
Figure 3-45 Default Screen Refresh Rate

Enter the desired screen refresh rate in seconds and click SAVE.
Display (Dual) Controller Status

When the Display (Dual) Controller Status menu selection is made, the screen shown in
Figure 3-46 appears.
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Controller Status Information for RAID Subsystem at /hw/scsi/sc13d010

|Fibre channel LUN where thiz command was received: 0

|Systam Drive to which this LUN maps to: 0

|MasterfSlave State:Dizabled or in simplex mode

|Partner Status: NO PARTNER CONTROLLER-Controller is running in sitmplesz mode.

oK

[Return to Main Page] [Log Off]
Figure 3-46 Controller Status Information
This Screen displays information about the controller(s) and whether or not they are
working together. There are nearly 100 different error or warning messages that can be
returned, and this could be quite useful in the event you have a controller failure.
You should also periodically check this screen during normal operations to make sure

that all is well. In some cases you may have a controller failure which does NOT result in
an audible or visual alarm.

Topology Query

When the Topology Query menu selection is made, the screen shown in Figure 3-47
appears.
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World Wide Name Table for RATD controller at device: /hw/scsifsc3d010

This is a list of the host ports and what coniroller ports they are connected to.

Ifa fibre channel coniroller (HEA) does not appear helow, then the RAID controller can't see it.

You should map each host adapier to hoth controller ports, if you have a dual active configuration, and wish to have failover support.
World wide names in RED indicate that they are cached entries, and no longer connected io the fihre channel.

. s

World Wide Name Description Controller 0 Controller 0 Controller 1 Controller 1
— —esciplon FPortD FPortl FortD Portl
20-00-00-E0-8B-05-AE—64 (Undefined) IS IS =

oK

[Eetwrn to Main Page] [Log Off]

Figure 3-47 Topology Query (16 drive, 2Gb TP9100 RAID Subsystem View)

This screen displays a list of Fibre Channel host adapters that are (or were) attached to
the RAID controller. Use this screen to view limited topology information.

Note: This is a read-only display. No parameters can be changed.

Display SCSI/Fibre Device Information

When the Display SCSI/Fibre Device Information menu selection is made, the screen
shown in Figure 3-48 appears.

007-4382-003 71



3: Using TPM
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SCSI Inquiry Dump for Device at /hw/scsi/sc134010

Device Type

ANSI SCSI Yersion

Device Characteristics
Vendor (Manufacterer)
Product Identifier
Microcode Revision Level
Unit Serial Number

Yalue

HYLEX

DACARMRE 70120E0
7701

Disk

9376).

Device Capabilities:

ISO Compliant-Mdicates if this device claims corplicmce to the Mtemational Ovgeamizationfor Stemdards (T50) version of §CST (180 DIY

ECMA Compliant-Tndicates if this device claims complicmee o the Buropean Computerianyfaeturers Association (ECMA) version af SCST

(ECMA-111}.
[6]32-Bit Transfers [8]32-Bit Addressing [8] Terminate Task Management
[6]16-Bit Transfers [©]16-Bit Addressing [ Normal ACA (NormACA)
Synchronous Data Transfers RElﬂﬁVE Addressing Mode [B]Linked Commands on LUN
Tlansfer Disahle Messages Supported [S]Enclosure Services Availahle Dual—purterl Device
[ Handshake on Q Cable Supported [B]Removable Media [/ Tagged Command Queuing

0000k 00 00 02 12 33 00 00 02 40 50 4C 45 58 20 20 20 ....3...MYLEX

0010k 44 41 43 41 52 4D 52 42 20 37 30 31 32 30 42 30 DACARMRB 7012080

0020k 37 37 30 31 00 00 00 00 20 00 00 80 E5 11 4C 14 7T0L.... ..... L

0030k 00 00 00D 0O OO OO OO OO - - - - - - - -

oK

Retwn to Main Page] [Log Off

Figure 3-48 Display SCSI/Fibre Device Information

The screen shows what the standard SCSI inquiry returns for a device or LUN. Use it for

diagnostic reasons, or to help analyze any SCSI or Fibre Channel device attached to your
computer.
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Display FULL Subsystem Configuration Information

007-4382-003

When the Display FULL Subsystem Configuration Information menu selection is
made, the Controller Information Values (see Figure 3-49), Controller Tunable
Parameters (see Figure 3-50), and GroupConfig Structure (see Figure 3-51) screens

appear.

Hexadecimal Diag

0000h:
0010h:
00Z0h:
0030h:
0040h:
0050h:
0060h:
007 0h:
0080h:
0090h:

00ADh:
00BDh:
00COh:
00D0h:
O0EDh:

oo
52
40
oo
o7
oo
oo
oo
oo
20
oz
oz
oo
20
oo

0000k

0010h:
00Z0h:
0030h:
0040h:
0050h:
0060h:
007 0h:

01
4
fai=]
oo
a6
oo
oo
oo
oo
20
oo
oo
oo
oo
oo

Dump for Subsyst

GB
42
4c
oo
oo
oo
oo
oo
oo
20
oo
oz
oo
a0
oo

4
05
55

oo
oo
oo
oo

oo
44
45
oo
oo
oo
oo
oo
oo
20
oo
oo
oo
oo
oo

64
4z
55
0o
0o
0o
0o
0o
40
01
0o
7E
0o
0o
0o

oo
52
20
oo
oo
oo
oo
oo
fai=]
oo
oo
JE
oo
oo
oo

01

S 8884&4&38H8
S S8884&%&E8 8

oo
42
4
oo
oo
oo
oo
oo
45
oo
oo
oo
oo
oo
oo
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48
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oo
oo
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oo
oo
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oo
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oo
oo
oo
oo

oo
oo
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oo
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oo
oo
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oo
oo
20
oo
oo
oo
oo
oo
oo

oo
oo
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oo
oo
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oo
oo
20
oo
oo
oo
oo
oo
oo
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oo
20
oo
oo
20
20
oo
oo
oo
oo
oo

oo
oo
20
oo
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oo
oo
oo
20
oo
oo
oo
oo
oo
oo

i}
i}
20
i}
i}
i}
i}
i}
20
80
F4
i}
i}
i}
i}

on device /hw/scsi/20000080e511562/Tund/c3p1:

o L k.do oL
o0 RATDBRICK.......
20 MYLEX DACFFx

4C X DACFFx .MYL
00 EX DACFFx ...

Figure 3-50 Controller Tunable Parameters
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0000h:
0010h:
00Z0h:
0030h:
0040h:
0050h:
0060h:
007 0h:
0080h:
0090h:
00ADh:
00BDh:
00COh:
00D0h:
O0EDh:
OOFOh:
0100h:
0110h:

aF
aF
aF
aF
aF
aF
aF
aF
aF
aF
aF
aF
{uls}
oo
oo
oz
oo
oo

Figure 3-51 GroupConfig Structure
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00 ..... D. Weenno
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00 ..... D. u.....
L p. Booooo
00 ..... D. S,
00 ..... PoeoFooo..
B2 sccooa Woooooo »

e
e
0z ..., Blloooooo »

e
e

These screens contain hexadecimal dump information from the controller configuration
file. This would be of interest to the technical support group in the event of a problem, or
would prove helpful to verify that several subsystem configurations have properly been
cloned.
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Display Physical Subsystem Information

007-4382-003

When the Display Physical Subsystem Information menu selection is made, the screen

shown in Figure 3-52 and Figure 3-53 appear.

Physical Disk Information for RAID Subsystem at /hw/scsi/sc13d010
(See tegend below)

Active Commands

Writes

CQueued Commands

Errors:

Reads

Active Commands

Writes

CQueued Commands

Figure 3-52 Physical Subsystem Information
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Feads: 0 | Reads

e HEE FTT

‘Active Commands: Active Commands

Wirites 0| Writes:
Quened Commands 0| |Quened Commands
Legend:

WendorID ProductID [Firtnware Rewvision]
Clock Speed, # of Ports, InterfaceType
Device Size in Megabytes

Usable Zize in Megabytes:

LooplD decitnal (HEX) Channel TargetID

Cumu]al.iveErmrs‘Pamy |Snﬁ ‘Hard ‘Misc&l]ansnus

‘Cnmmand Timeouts |Relnes ‘Ahurts ‘Prsdim.ive Faults

Read Operations

# of Active Commands

Write Operations

# of Queued Commands

K|

Return io Main Page] [Log Off

Figure 3-53 Physical Subsystem Information

These screens show statistical data, drive status, and errors for all drives in all
subsystems. It also correctly displays the enclosure number, row, and column of each
disk drive. All numbers are cumulative, starting from zero when the subsystem is

powered on. Under normal operation you should rarely see any errors.
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Display Logical Subsystem Information
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When the Display Logical Subsystem Information menu selection is made, the
windows shown in Figure 3-54 appear.

Logical Disk Information for RATD Subsystem at fhw/sosifsc13d010

Logical Drive #0 {70120 ME
73,526,149,120 Usable Bytes)

() ONLINE
RAID 0 (Stripe) [Write Cache Enabled, Smpe:64KB]L)

Affinity Map: SAN Mapping

Background Tasks: No hackround jobs active

MR | SED &ln::uz;le PhRLﬁal ](:;Illuﬁm il (0 falnck ] Ina;l]nscﬁs
0 0 D 0 0 0 125 D 35001440
1 0 D 0 1 1 124 D 35001440
2 0 D 0 2 0 123 D 35001440
3 0 D 0 3 1 122 D 35001440
Logical Drive #1 (35060 MB (@ ONLINE
36,763,074,560 Usable Bytes) RAID D+1 (Mirrored Stripe) [Write Cache Enahied, SLripE=ﬁ4KB]L)
Affinity Map: SAN Mapping
Background Tasks: No backround johs active
. Physical Physical Physical Starting Span Size
Drived | Span Enclosure Column Chamnel n Block # Inblocks

0

121

35001440

120

35001440

119

35001440

0 0
1 0
2 0
3 0

0
0
0

Row
1
1
1
1

0
1
2
3

—la|—-|a

118

olalola

35001440

Figure 3-54 Logical Subsystem Information

The screen shows all configured LUNSs, their status, mapping information, and how they
are laid out. If one of the drives were removed, you would see the ONLINE indicator

change to CRITICAL. If you were to view the screen shown in Figure 3-55 on page 78

under this condition, you would see the disk being rebuilt only if an action was taken (for
example, if a disk had failed and was replaced). In that case, a rebuild operation should
be in progress. If this was not a test, the information in that screen would show that the
drive is either off-line or the slot is empty, depending on how damaged the disk drive is.
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Display Environmental Subsystem Information

When the Display Environmental Subsystem Information menu selection is made, the

screen shown in Figure 3-55 appears.

Rattery Raclp Status Valua
Current power in hours (rdnutes) 311 (1860
WMaximum power in hours (mirutes) 311 (1369
Power thresheld in hours (minutes) 24.1(1444)
Charge lewel (per ceat) 100
Hardware Version 1
Batiery Type Mz sl
[Status | OK
Enclosure # Status | Service | PrimaryPath | Secondary Path | Slots | Identifier Info
« WA 50-05-0C-C0-00-00-16-7F
+ Enclosure [D; 3G
0 SES 1 + Praduct 1T TRS100
* Revision # B1
FAN# [ Status | Speed Enclosure ID

0 R o) C

50-05-0C-C'0-00-00-16-7F

\
\
[ 1 (LHS from rear)
\

[ Opraral 003 0O 001675
2 TNat Present [ N 50-05-0C-C0-00-00-16-7F
Power Supply # [ Siatus [ Enclosure ID

0 (RHS from rear) [ Operational | 50.05.06 000 00 16 7F

1 (LHS from resr) [ Operational | 50-05-0C-C0-00-00-16-5F

[ 2 Mot Prosent | 50.05-00-0-00-00-16-7F
Temperature Sensor # Status OverTemp Warning Current Temp Celsius/(F) Enclosure [D |
T e T 0  sermaw T |
[ Alarm # [ Status [ Value [ Enclosure ID |
B N = S = 00500001000 1677 |

[ Na UPS dasu is availablc - Not connecied o one?! |

This screen will automatically refresh in approximately 30 seconds

Retwm te Main Page] [Log Off
Figure 3-55 Display Environmental Subsystem Information

The windows display status information results of polling the enclosure (and all
expansion enclosures) every 10 seconds.

Note: If expansion enclosures are attached, all of the same information would be
reported for them as well, only with a different Enclosure ID.
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Miscellaneous Functions

007-4382-003

The Miscellaneous Functions menu is located on the main screen and is shown in
Figure 3-56.

Miscellaneous Functions:

Display status of background jobs - Shows status of all rebuilds, consistency checks, and initialization {formatting jobs.
Flush contraller(s) write cache to disk.

Save current cantroller canfiguration - Use this in combination with Load ta clone a configuration.

Load cantroller canfiguration - Use this in comhination with Save to clone a configuration.

Flash new firmware onto contraller{s)

Flash new firmware anto suppoarted disk(s)

Adjust battery settings - Allows setting thresholds, and forcing reconditioning or charging of BBU battery.

Clear configuration - This clears {erases) all configuration data structures, and in the process, destroys all data.

Setthe real-time Clock - This sets the real time clock imbedded in the RAID controller to the time of your host system.

Wiew the cantroller's internal event log - This reparts diagnostic messages saved in the internal RAID contraller's event log.
|dentify a Disk - Select this function to identify a disk by causing the lights to slowly blink for 10 seconds.

Scan for new enclosures and disks - You must perform this task after attaching new enclosures before they can be manitored.
Save cantroller debug dump - This diagnostic function saves cantroller debug infarmation to a data file. Please perform this
action ifinstructed to do so by your supplier.

Stop configuratar service routine on host - this kills the service job running on your host computer. Ifyou select this aption then
noboady will be able to access the service rautine until the joh is manually restarted.

Figure 3-56 Miscellaneous Functions Menu

The Reporting Functions menu has the following selections, with the associated
explanations on the indicated pages:

e “Display Status of Background Jobs” on page 80

e “Flush Controller(s) Write Cache to Disk” on page 82

e “Save Current Controller Configuration” on page 83

e “Load Controller Configuration” on page 83

¢ “Flash New Firmware Onto Controller(s)” on page 84

e “Flash New Firmware Onto Supported Disk(s)” on page 85
e “Adjust Battery Settings” on page 88

e “Clear Configuration” on page 90

e “Set The Real Time Clock” on page 91

e “View the Controller’s Internal Event Log” on page 92

e “Identify a Disk” on page 93

e “Scan for New Enclosures and Disks” on page 94
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¢ “Save Controller Debug Dump” on page 95
e “Stop Configurator Service Routine on Host” on page 96

¢ “Automatic Restart (Reboot) on Failure Parameter” on page 96
Display Status of Background Jobs

When the Display Status of Background Jobs menu selection is made, the windows
appear as shown in Figure 3-57.
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Background Job Status RAID Controller at
Jherfscsi/20000080e5115£52/1und fo3pl

Logical Drive #0 (34332 MB, 35,000,711,232
Bytes) RAID 3 (Right Asymmetric)

. Rebud Notin progress

Mot in progress

Mot in progress

_ﬂ” In progress 9.8 % complete (18 mins left).

Mot in progress

Logical Drive #1 (34332 MB, 35,000,711,232
Bytes) RAID 5 (Right Asymmetric) S

. Reuld Not i progress
| ConsistencyCheck Not i progress
. nitiaizaton Not i progress
_| Has not been initiated.
| OnimeRADExpansion Not in progress

Logical Drive #2 (34332 MB, 35,000,711,232
Bytes) RAID 0+1 (Mirrored Stripe) S

. Reuld Not i progress
| ConsistencyCheck Not i progress
. nitiaizaton Not i progress
_| Has not been initiated.
| OnimeRADExpansion Not in progress

Logical Drive #3 (17166 MB, 17,909,855,616
Bytes) RAID 1 (Mirror

. Reuld Not i progress
| ConsistencyCheck Not i progress
. nitiaizaton Not i progress
_| Has not been initiated.
| OnimeRADExpansion Not in progress

Figure 3-57 Display Status of Background Jobs—Background Init in Progress

These windows show you how initialization, rebuilds, or checks are progressing. The
browser title bar (not shown in Figure 3-57 on page 81) displays the date and time of the
last poll. Press the [Return to Main Page] link to exit.
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Flush Controller(s) Write Cache to Disk

When the Flush Controller(s) Write Cache to Disk menu selection is made, the screen
shown in Figure 3-58 appears.

* % % Warning *

ill not complete until all dirty (cached) data i

hat if yo em still has the em mounted and writing to it, then it is
ble that the 1] i

Return to Main Page] [Log Off
Figure 3-58 Cache Flush Warning

Click YES to force a cache flush. You would ordinarily perform this after all LUNSs are
unmounted, and before a power down. If you were to do a cache flush on mounted file
systems that are servicing write requests, there would be a small risk that this request
would never complete. However, it would be pointless to flush the cache in this situation,
as the cache would instantly be dirty after the controller receives the next write
command. If the cache flush is successful, the window shown in Figure 3-58 appears.

The controller has been flushed. It is now safe to power off.

k]

Return to Main Page] [Log Off

Figure 3-59 Cache Flush Successful
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Save Current Controller Configuration

When the Save Current Controller Configuration menu selection is made, the screen
shown in Figure 3-60 appears.

Save Configuration to Disk (for Subsystem on device /hw/scsi/sc13d010):

This will save your current controller confisuration into a data file of your choice. Once saved, you can use it for emergency situations, or for
RATD subsystem configuration cloning, Please use a fully qualfied file name below.

Target Filename: |/ opt/dan/Lastconfig. bin

SAVE Configuration Cancel

Return to Main Page] [Log Off

Figure 3-60 Save Current Controller Configuration

Note: Itis highly recommended that users save the configuration after all system drives
are created.

To save the current controller configuration to a file, type the name of the file in the area
provided on the screen and click SAVE Configuration. The file is saved locally on the
server that launched TPM, not the client machine running the web browser. The file may
be used later to restore or clone a RAID configuration.

Load Controller Configuration

When the Load Controller Configuration menu selection is made, the screen shown in
Figure 3-61 appears.
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Load Configuration from Disk (for Subsystem on device /hw/scsi/sc13d010):

This will restore a current controller configuration from a previously saved data file of your choice. After the file is loaded, you must perform a
reset. This operation will result in data loss of all exsting LTTH !

Enter the fully qualified file name of the confipuration file below.

Target Filename: I,-" opt/dam/LastConfig.bin

LOAD Configuration Cancel

[Return to Main Page] [Log Off]

Figure 3-61 Load Controller Configuration
This screen allows you to load the controller configuration file into another RAID array.
You can use this feature to clone a RAID configuration. To clone a configuration this way,

the two RAID subsystems must be exactly the same, including the disk drives.

The file is or loaded from the sever that launched TPM, not the client machine running
the web browser.

Flash New Firmware Onto Controller(s)

When the Flash New Firmware Onto Controller(s) menu selection is made, the screen
shown in Figure 3-62 appears.
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Flash New Firmware onto Controller(s) (for Subsystem on device
/hw/scsi/20000080e5115f52/1und/c3p1):

This will upgradefdowngrade firmware inta all controllers within this subsystem. Please perform the necessary safety
precautions before proceeding.

o= Lo b =

. Backup all data files.

. Make sure no background operations such as consistency checks are running.
. Unmaount all logical disks from host computers.

. Flush contraller's cache.

. Copythe firmware to this host camputer, not the one attached to the browser.

Firmware Filename: |/opt/dan/ffx.ima

FLASH Cancel |

[Return to Main Page] [Log Off]

Figure 3-62 Flashing New Firmware

Warning: If you attempt to flash new firmware to the disk drive or controller while
background jobs are running (the drive is transferring data), drive operation could
become unpredictable and the drive may even become inoperable. In this event, drive
data recovery may have to be performed by a professional data recovery lab.

After you enter the filename of the image, click FLASH. TPM then verifies the image size
and type for your subsystem. If verification fails, a report is made.

Flashing the firmware takes a few seconds, following which TPM immediately jumps to
the Reset Controller screen. Allow the reset to proceed.

Be sure you are aware of all the information that you need before upgrading (or
downgrading) to certain firmware revisions.

Flash New Firmware Onto Supported Disk(s)

007-4382-003

When the Flash New Firmware Onto Supported Disk(s) menu selection is made, the screen
shown in Figure 3-63 appears (provided that the Operational Fault Management and
Auto Rebuild Management functions on the View /Modify RAID Controller
Configuration dialog box are not disabled—see Figure 3-31 on page 57). If the functions
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are already disabled when you click the Flash New Firmware Onto Supported Disk(s)
menu selection, the dialog box shown in Figure 3-64 appears.

Figure 3-63 Flash New Firmware Onto Supported Disk(s) Dialog Box

Warning: The TPMWatch application must be terminated prior to updating disk
drive firmware. Failure to do so may cause one or more disk drives to become
inoperable.

Warning: If you attempt to flash new firmware to the disk drive or controller while
background jobs are running (the drive is transferring data), drive operation could
become unpredictable and the drive may even become inoperable. In this event, drive
data recovery may have to be performed by a professional data recovery lab.

When you click OK, the View/Modify RAID Controller Configuration dialog box
appears (see Figure 3-31 on page 57). Make sure you disable the Operational Fault
Management and Auto Rebuild Management functions on this dialog box, then click
Apply. You are returned to the main TPM menu.

Go to the Administrative Functions menu and click Reset Controllers (see Figure 3-34 on
page 60). After the reset is complete, click the Flash New Firmware Onto Supported

Disk(s) menu selection.

The dialog box shown in Figure 3-64 appears.
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Disk Drive Flashing for RATD Subsystein at /hw/scsifsc3d010

Firmwsre Filename: |J'U|Jt/dﬁmf'DiSkFW-in‘lg

D LT ) ) ) )
Select|Channel Dec / Hex Malkie Model Fn'm_w?u'e Serial #  |F of Blocks|Start Thne|Complete Time
Eevision
] n S05h | SGI | ST3TIH05FC | 2702 3EK11ANF (143374741
O 1} T07h SCI | ST373405FC | 1700 3EKIOHEH| 143374741
O 1} Q00 SGI | ST373405FC | 2702 | 3FKI103VF |143374741
I 0 11/0Bh | SGI [$T373405FC | 2702 3EKLLOFLK 143374741
O 1} 130Dh | SCI | ST373405FC | 1702 JEKI1L19FT 143374741
O 1} 150Fk | SGI |§T373405FC | 2702 3FEKOLS4B 143374741
r 1] 1711k | SGI | ST373405FC | 21702 SEKILI9FS |142374741
L] (1} 19/13h | IEM DNEF-318350) FPOF AKOKAG2I3 | 35843670
L | 1 404h | 1EM [DNEF-318350) FYG4  AKOLDO49 | 35843670
O 1 GOGh SCI | ST373405FC | 17021 3EKLOTLG 1423374741
O 1 H05h SGI | ST3T3H405FC | 2702 AFKL17TEA 143374741
I 1 10/0Ah | SCI [ $T373405FC | 2702 3EKLIOFL 143374741
O 1 120Ch | SCI | ST373405FC | 1702 3EKIOXED (143374741
] 1 14MER | SGI [ $T373405FC | 2702 |3EK113W3 143374741
O 1 lo/10h | SGI | ST373405FC | 1702 ZEKID7E3 |142374741
O 1 1812 | SCI | ST3T3405FC | 21702 SJEKIOET4 (143374741
Cotranents:

S

R

Select a dewice, then press the FLASH button to initiats the firmware flach.

Flease dismount LUMs on this arvay from wour hosts before continuing,

There is extreme rick of data doxs if you do NOT dixmount the LUNT from pour operating system before continuing.
This function i designed for CE's only, and should never be run urless specifically memmcr=d to do zo.

Each drive will typically flash within a few mimstes, depending on the model. Larger drives can somnetines take over 5 minitss.
Lo not o any 10z throngh the subsystem while a Hash s being performed

Ee sure o flush disk cache before performung this operation

Malie sure no background operations such as consistency checlis are mnning.

Yo st recyele power to the array after drve(s) are ashed

This feamire works on supported disk drives only.

Onee you select the FLASH burton, then there will aot he a ¢ onfirming message, and flashing will be gin itnmediately

FLASH Cancel

Figure 3-64 Flash New Firmware Dialog Box
Read all the instructions on the dialog box, select one or more devices to flash, then click

FLASH to flash the firmware. When the process is complete, the screen shown in
Figure 3-65 appears.
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Successfully flashed disk on channel:id 00: 73

Please wait for 120 seconds, then recycle power.

Once the system reboots, please re-enable Operational Fault Management on the following screen. If you fail to do so,

the system will not monitor component and disk status, and this configurator will not work properly.

Nodz: Even if you have additional drives which need to be flashed, you still must recycle power before continuing.

x|

Figure 3-65 Flash New Firmware Complete Box
Wait 120 seconds, as the screen instructs, then cycle the power. After power up and

reboot are complete, enable the Operational Fault Management and Auto Rebuild
Management functions on the View /Modify RAID Controller Configuration dialog box.

Adjust Battery Settings

When the Adjust Battery Settings menu selection is made, the screen shown in
Figure 3-66.

88 007-4382-003



Miscellaneous Functions

007-4382-003

Configure/Maintain Battery Settings (for Subsystem on device
/hw/scsi/20000080e5115f52/1und/c3p1):

Make changes as necessary, then select an action button. Changes will be immediate, and may he made while
backaround operations are accurring. The current battery status is:

» Reconditioning cycle needed.

(Full details can be seen on the enclosure status screen
Battery threshold (minutes)lllUU

SAVE Threshold | Recondition Battery | Charge Battery
Shutdown Battery | Cancel |

[Return to Main Page] [Log Off]

Figure 3-66 Adjust Battery Settings

When the remaining battery power (in minutes) falls below the Battery Threshold
(minutes) value entered, a low battery power alarm is triggered and is displayed in the
Battery Backup Status portion of the Display Environmental Subsystem Information
window (see Figure 3-55 on page 78).

The buttons at the bottom of the screen operate as follows:

¢ Save Threshold: saves the battery threshold value entered in the textbox.

Note: The specified threshold value entered must not exceed the battery’s maximum
power value in minutes.

® Recondition Battery: conditions the battery so that it can achieve maximum life.
Conditioning involves fully discharging the battery, then recharging it.

Note: While the battery is being reconditioned, the system cache operates in the
conservative cache mode (write-through) for the duration of the reconditioning process.

¢ Charge Battery: initiates a battery charge cycle.
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¢ Shutdown Battery: this option shuts down charging to the battery. The Battery
Backup Unit (BBU) maintains memory content in the presence of AC power
failures, AC power glitches, and short power outages. This protection is important
when the write-back cache is enabled, and data is waiting to be flushed to the disk
drive. Therefore SGI does not recommend or support use of the Shutdown Battery
option provided in TPM 1.2 with 7.75 or later firmware. If a shutdown of the battery
is performed, memory retention is not guaranteed if power loss occurs. Any data in
the controller’s on-board cache memory will be lost.

Clear Configuration

When the Clear Configuration menu selection is made, the screen shown in Figure 3-67
appears.

This will erase the configuration structures for all controllers, and destroy all data for the controller(s) addressed by
device /har/scsi/20000080e5114 243 unD/c35p].

Once you select the CLEAR button, then there will #0¢be a confirming message, and all data structures will be destroyed

immediately.
CLEAR | Cancel |

Figure 3-67 Clear Configuration

Warning: Read the information in the screen before you take any action.

To erase the configuration structures, click CLEAR.

The confirmation message shown in Figure 3-68 appears.

90 007-4382-003



Miscellaneous Functions

The configuration has heen sucessfully erased, and all LUNs have been destroyed.

x|

Figure 3-68 Clear Configuration

Set The Real Time Clock

When the Set Real Time Clock menu selection is made, the dialog box shown in
Figure 3-69 appears.

This will set the real time clock in the RATD controller to match the time in your host computer.
This is a safe operation to perform at any time.

SET CLOCK | cancel |

Figure 3-69 Set Real Time Clock
Click SET CLOCK to synchronize the controller clock with the host computer.

The confirmation screen shown in Figure 3-70 appears.

* * * Warning * * *

The real time clock in the RAID controller has been synchronized with your host computer,

x|

Figure 3-70 Set Real Time Clock Confirmation Dialog Box.
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View the Controller’s Internal Event Log

92

When the View the Controller’s Internal Event Log menu selection is made, the dialog
box shown in Figure 3-71 appears.

Event history since unit was powered on (Ol uneporicd events are shown) @

Seq Type
Num. Date Ch ID |LUN

Time

Date Code | Parm

Sense Data | Meaningiction Required

(4 hard disk has been removed

(CanseUser reruoved an wnconfigured physical device
9. 41. 58 |Aun unconfigured physical device failed

25| nipzespopy |TRE || O |[118 )0 ) 1 o |4 controller was reroved

|4 controller powered off,

\dction Reguired: Replace the device if needed.

[& e harel lisk b been foumd
(Cause:fs physical device has been powered on
& mee phyysical devics has been added
BacEREe (Controller was powered on.

26 01f22/z001 Info o118 o 12 o Controller was added.

[Syrater has zebooted

\dstion Required: Mona

save Al | saveMew | Appendal | Appendnew | viewalEvents | cancel

Figure 3-71 View Controller’s Internal Event Log

Each time you bring up this dialog box, it displays the events that occurred since the last
time the dialog box was brought up.

The buttons at the bottom of the dialog box provide these functions:

e Save All: saves all events to a raw data text file named event hi st ory. | og.

e Save New: saves the new events to a raw data text file named
event history. | og.

Note: A Save New operation overwrites the current event hi story. | og file. If you
do not want to overwrite it, it must be renamed before you perform the operation.

e Append All: appends all events to the raw data text file named
event hi story. | og file.

e Append New: appends new events to the raw data text file named
event hi story. | og file.

e View All Events: displays all events, including old and new events.
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Identify a Disk

For the Identify a Disk menu selection to work properly, Operational Fault Management
(OFM) must be enabled. Also, at least one of the SES disk drives must be present and
operational. When the Identify a Disk menu selection is made, the dialog box shown in

Figure 3-72 appears.

Physical Devices in RATD Subsystem at /hw/scsi/fsc3d010

Select Decc‘}f]mﬂi:;llex Dech:uElf'H ox Make Model Enclosure | Row|Col
o 0/ 00h 5/05h SGI | ST373405FC 1] 0|1
o 0 /00h 7/07h SGI | ST373405FC 1] 0|3
o 0/ 00h 9 /09 SGI | ST373405FC 1] 1|1
o 0/ 00h 11/0Bh | 8GI | ST373405FC 1] 1 |3
o 0/ 00h 13/0Dh | 8GI | ST373405FC 1] 2 |1
o 0 /00h 15 /0Fh SGI | ST373405FC 1] 2 |3
o 0 /00h 17/11h SGI | ST373405FC 1] 3|1
o 0 /00h 19/13h |IBM DNEF-318350 0 3 |3
o 1/01h 4 /04h IBEM DNEF-318350 0 0|0
o 1/01h 6/ 06h SGI | ST373405FC 1] 0|2
o 1/01h 8 /08h SGI | ST373405FC 1] 1 |0
o 1/01h 10 /0Ah | 8GI | ST373405FC 1] 1 (2
o 1/01h 12/0Ch | 8GI | ST373405FC 1] 2|0
o 1/01h 14 /0ELh SGI | ST373405FC 1] 2 |2
o 1/01h 16/ 10h SGI | ST373405FC 1] 3|0
o 1/01h 18 /12h SGI | ST373405FC 1] 3 |2

Total Drives: 16

Select a single dewice to identify, then press the PING button to itiate the identification, which will
cause the drive hght to blink. The disk will stop blinkang either after 10 seconds, or when you select

another device to identify.

Cancel |

[Eetwrn to Main Page] [Log Off]

Figure 3-72 Identify a Disk

Click PING to identify a selected drive.
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Scan for New Enclosures and Disks

94

When the Scan for New Enclosures and Disks menu selection is made, the dialog box
shown in Figure 3-73 appears.

Discover new Enclosures and Disks {for Subsystem on device /hw/scsi/sc2d0I0):

This will scan for new enclosures and disk drives that have been added since the last power cycle. There
will he a slight performance hitwhile scanning, and this aperation may take several minutes to complete.

Start SCAN | cancel

[Return to Main Page] [Log Off]

Figure 3-73 View Controller’s Internal Event Log

This feature allows users to add one or more disk enclosures to a configured system
while the system continues to operate. After the enclosure or enclosures have been added
to the system, clicking Start SCAN on the screen shown in Figure 3-73 starts the SES
monitoring process for the new enclosure. The user can then configure the additional
disk capacity without restarting the system.

Additional enclosures are added to the configured system using the following

procedure.

1. Check for ID conflicts. Each enclosure and disk drive must have a unique ID.

2. Resolve any ID conflicts.

3. Connect drive channels from the existing system to the new enclosure or enclosures.

4. Supply power to the new enclosure or enclosures. This causes a Loop Initialization
Primitive (LIP) on the drive channel to notify the controller that new disk drives
have been added to the fibre loop.

5. Wait for the controller to supply power to the disk drives. All disk drives must have
completed the spin-up process before proceeding.

6. Issue the scan for additional enclosures. This may be an option incorporated in the
configuration utility, or issued as a direct SCSI command.

7. After the SES process completes polling the loop, the new enclosures and disk

drives are ready for configuration.

007-4382-003



Miscellaneous Functions

8. If the new enclosure(s) are not detected, remove and insert a disk drive from the
new enclosure. Removing and inserting a disk drive generates an LIP, and the new
disk drives will join the existing fibre loop.

9. Issue the scan for additional enclosures a second time.

Save Controller Debug Dump
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When the Save Controller Debug Dump menu selection is made, the dialog box shown
in Figure 3-73 appears.

Dump Debug Configuration to Disk (for Subsystem on device /hwiscsi/sc2d010):

This feature saves information about errors that might cause a contraller abart. If a cantroller ahorts due to
a firmware detected errar, infarmation relating to the nature ofthe errar is saved in the controller NWVRAM.
This allows that dump to be saved to a data file, which can he sent to your supplier for analysis.

FPlease note that the fle is in binary format, 50 make sure that you transfter it to your email system in
hinary mode.

Dump Filename: I;-"opt,,-"dam,-"LastDehugDump.hin

SAVE Debug Durmp Cancel

[Return to Main Page] [Log Off]

Figure 3-74 Dump Debug Configuration to Disk

This feature records controller state information when an abort occurs. After the abort
has completed, you can click SAVE Debug Dump to retrieve and analyze the abort
information to help determine why the abort occurred. The information is generated
while a controller abort is in progress and recorded to NVRAM and a disk drive, if
enabled. The aborting controller blocks requests from the partner controller so that the
dump can be generated. The Debug Dump is written to a Reserved Disk Area (RDA) on
one selected disk drive. The contents of the dump are not user configurable.

The default operation is that when the dump is complete, status information is written
to the Debug Dump header.

The Debug Dump data entry consists of an abort code, an error code, and an event flag,
and is overwritten by each successive abort. The abort code specifies where in the
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firmware image the abort occurred. The abort code is written to NVRAM when the
controller is aborting and generates an event. The abort code takes up two bytes of data.

Debug Dump data can be retrieved by going to Miscellaneous Functions and clicking on
Save Controller Debug Dump after an abort has completed and the controller is back
online.

Stop Configurator Service Routine on Host

When the Stop Configurator Service Routine on Host menu selection is made, an
emergency shutdown routine is initiated for TPM. You are not prompted with an
“Are-You-Sure” message. Once the TPM service routine has been killed, no commands
can be issued, and anyone with a web browser receives the standard error message
indicating the host is not found. After TPM is shut down, the message shown in
Figure 3-75 appears.

Service routine has been halted on the host, and a log entry has been made.

Figure 3-75 TPM Shutdown Message

Automatic Restart (Reboot) on Failure Parameter

96

Controller parameters implemented in firmware version 7.75 and later only control the
behavior of the Automatic Restart on Failure (ROF) feature. These parameters are:

* ROF Reboot Count: this parameter specifies the maximum number of times a
controller attempts automatic restart to recover from firmware detected errors (see
the ROF Reboot Count parameter in Figure 3-33 on page 59).

® ROF Rearm Interval: this parameter specifies the minimum time interval that the
controller must operate before refreshing the number of restart attempts (see the
ROF Rearm Interval parameter in Figure 3-33 on page 59)

When a controller reaches the maximum restart attempts, the automatic restart feature

becomes disabled until the value is refreshed. Any subsequent firmware detected errors
require manual intervention to recover the controller.

007-4382-003



Miscellaneous Functions

007-4382-003

The possible values for the time interval between refreshing the number of restart
attempts range from DISABLED to seven days. The values are displayed when you click
the ROF Rearm Interval dropdown box. To select a particular value, depress the right
mouse button while scrolling to the desired time interval and then release the button to
select the value.

To disable ROF, set the ROF Reboot Count to 0 and the ROF Rearm Interval to something
other than DISABLED. When the automatic restart feature is disabled, manual
intervention is required to recover from fatal firmware detected errors. Manual
intervention may involve physically removing and replacing the failed controller.

The ROF parameters take effect immediately, without resetting the controllers.
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Appendix A

TPMWatch Event Monitor and Logger

TPMWatch is a support program designed to poll RAID subsystems and report their
health to an output file. The file can then be used by a user-supplied program or shell
script to provide notification in the event a component fails or goes offline. The program
works by issuing commands to the controller to report status information for all LUNS,
disk drives, and enclosure components (fans, power supplies, batteries, and so on).

To minimize performance impact, provide the greatest amount of flexibility to
incorporate TPMWatch in external routines, the program is designed with the following
considerations:

¢ User-defined polling period (in seconds).

¢ Generates only 111/0Os.

* User supplies the status file name upon invocation.

* User supplies the optional history file name upon invocation.

* The status file is pure ASCII text, so the result can easily be interpreted by a shell
script.

Running the TPM Version of TPMWatch From IRIX
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To run TPMWatch, make sure the $DAM_HOME environment variable is set, and you
invoke the program from root. The syntax is:

tpmwatch [-P Freq] [-CFreq] [-d] [-€] [-1] [-s] [-W] [-HHistFile]
[-T LogFile] -S StatusFile -D DeviceFile [-M Addresses] [-L]

Where:
-P Freq: Frequency in seconds between each poll

- C Freq: Frequency in hours to autosave configuration
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A: TPMWatch Event Monitor and Logger

-d: Enable debug mode to stderr

- e. E-mail error messages (requires -E flag and 7.X FW or above)

-i: E-mail informational messages (requires -E flag and 7. X FW or above)
-s: E-mail severe messages (requires -E flag and 7.X FW or above)

-w. E-mail warning messages (requires -E flag and 7.X FW or above)

-H Hi st Fi | e: Optional event history file. Do not supply this parameter if you do not
wish to create a history file.

-T LogFi | e: Sends error text to user-specified log file

-S StatusFile: Status file

- D Devi ceFil e: Device to check (for example, / hw/ scsi / sc37d0l 0). This is the
raw or pass-through driver attached to any LUN on the subsystem. It doesn’t make any

difference which LUN you pick.

- M Addr esses: E-mail addresses used to send alarm messages

Note: When specifying more than one e-mail address, the entire list of e-mail addresses
must be enclosed in double-quotes (“). For example, -M “userl@domain user2@domain...”.

-L: Send events to system log file. An example syntax is:

/opt/dam tpmvatch -D / hw scsi/sc37d0I0 -P 10 -L &

Note: A minimum of two parameters must be specified, one of which must be
DeviceFile. If only the DeviceFile parameter is specified, TPMWATCH will not start, and
the syntax usage message will be reported.
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Appendix B

Event and Error Codes

Event and error codes that are generated by the controller modules are displayed in the
controller event log and can be viewed using TPM. Information entries identify an event
or error that has occurred. Error codes help to identify the cause of a problem, the failing
modules, and the service actions that might be needed to resolve the problem.

Event and Error Code Table
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The event and error code table headings are defined as follows:

Error-Event Number

A number that identifies the event or error. This number is displayed in the TPM
Array Manager Event Log.

Type
C — Critical. Controller failure.
S — Serious. The failure of a major component within the array enclosure.

E — Error Messages, such as a consistency check fails, or a rebuild on a physical disk
stopped because of errors.

W — Warning Messages, such as a physical disk, or failed to start a rebuild.

I - Information Messages, such as system startups. When a consistency check or a
rebuild has finished, for example, or a physical disk has been put on standby.

Description

A brief description of the event or error.
Additional Details

Additional details on the event or error.

Action
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If this item is an event that is displayed for your information only, no action is
required. If this item is an error, this column defines the action you must take to
resolve the problem.

Table B-1 Error-Event Codes

Error-
Event# Type Description Additional Details User Action Required
1 I A hard disk has been Rebuild completed. Device was None
placed online. configured. Manual online was done.
2 I A hard disk added as hot Device was configured. Manual hot spare  None
spare. was done. Automatic hot spare was done.
‘Raidbld” made it hot spare.
3 W Hard disk error found. A bad sector was found on the physical  If problem occurs frequently,
media. Mechanical failure on the device. replace the device or contact
Host SCSI device detected illegal service representative.
instruction. Target device generated
unknown phase sequence.
4 \ Hard disk PFA condition Physical device predicted some future Follow device vendor’s
found, this disk may fail failure. External RAID logical device may defined action.
soon. have become critical.
5 I An automatic rebuild has A physical device failed and spare was None
started. available. A physical device failed and no
spare was available. A spare was added.
6 I A rebuild has started. Client started the rebuild on user’s None
request. User replaced the failed device
and ‘Raidbld’ started the rebuild.
7 I Rebuild is over. Rebuild completed successfully. None
8 W Rebuild is cancelled. User cancelled the rebuild. Higher Restart the rebuild if
priority rebuild started. required.
9 E Rebuild stopped with Due to some unknown error on the Try rebuild again.
error. controller, rebuild failed.
10 E Rebuild stoped with New physical device failed. New physical Replace the physical device.

error. New device failed. device may not be compatible with
MDCA hardware/firmware.
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Event and Error Code Table

Table B-1

Error-Event Codes (continued)

Type Description

Additional Details

User Action Required

Error-
Event #

11 E
12 S
13 I
14 I
15 I
16 I
17 I
18 E
19 'V
20 C

Rebuild stopped because
logical drive failed.

A hard disk has failed.

A new hard disk has been
found.

A hard disk has been
removed.

A previously configured
disk is now available.

Expand Capacity started.

Expand Capacity
completed.

Expand Capacity stopped
with error.

SCSI command time out
on hard device.

SCSI command abort on
hard disk.

Atleast one more physical device failed in
the array. Bad data table overflow.

A physical device failed. A user action
caused the physical device to fail.

A physical device has been powered on. A
new physical device has been added.
Controller was powered on. Controller
was added. System has rebooted.

User removed an unconfigured physical
device. An unconfigured physical device
failed. A controller was removed. A
controller powered off.

User set the physical device to
unconfigured.

User started the RAID Expansion
operation. A suspended RAID Expansion
operation was started.

RAID Expansion finished.

Multiple physical devices failed.

Physical device has been removed.
Physical device failed. Command timeout
value is not correct.

User may have requested to abort the

command. Firmware may have aborted
the command to recover from error. The
device may have aborted the command.

It may not be possible to
recover from this error.
Contact your service
representative.

Replace the physical device.

None

Replace the device if needed.

None

None

None

It may not be possible to
recover from this error.
Contact your service
representative.

None

None
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Table B-1 Error-Event Codes (continued)

Error-

Event# Type Description Additional Details User Action Required

21 W SCSIcommand retried on The command may have timed out. Bus  None

hard disk. reset may have occurred. Device reset
may have occurred.

22 \\Y Parity error found. A physical device did not generate proper It may not be possible to
parity. The controller failed, did not check recover from this error.
parity properly. Cable failed. Improper Contact your service
cable length. Another physical device representative.
interfered. Some outside environment
affected the data on the cable (for
example, radio frequency signal).

Terminator is not connected. Improper
termination.

23 Y Soft error found. An error was detected by physical device Run consistency check. If
and data was recovered. problem occurs frequently,

replace the physical device.

24 \V Misc error found. A physical device reported some error, If problem occurs frequently,
which does not fit in any category. replace the physical device.
Read /Write command timeout. Data over
run. Physical device was busy when host
attempted to send command.

25 I SCSI device reset. Firmware has done reset to recover from None
error. User has done a reset.

26 I Active spare found. Device was configured. Manual active None
spare was done. Automatic active spare
was done.

27 I Warm spare found. Device was configured. Manual warm None
Spare was done. Automatic warm spare
was done.

28 E Request sense data A physical device reported an error. Read the request sense data

available. Firmware reported an operational error.  to understand the root cause.
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Event and Error Code Table

Table B-1 Error-Event Codes (continued)
Error-
Event# Type Description Additional Details User Action Required
29 I Initialization started. Host started the initialization. Wait until the initialization is
completed. If the system is
shutdown prior to this
process being completed, the
physical device can be made
useful only by reinitializing
it.
30 1 Initialization completed. Physical device initialization completed =~ None
successfully.
31 'V Initialization failed. Physical device could have problems Try to initilize again. Contact
supporting the SCSI format command. your service representative.
32 S Initialization cancelled. User cancelled the operation. Hard disk must be initialized
again or the hard disk cannot
be used.
33 S A hard disk failed Write recovery process failed. Replace hard disk and
because write recovery rebuild it.
failed.
34 S A hard disk failed SCSI bus reset failed. Replace hard disk and
because SCSI bus reset rebuild it.
failed.
35 S A hard disk failed Double check condition occurred. Replace hard disk and
because double check rebuild it.
condition occurred.
36 S A hard disk failed Access to the hard disk failed. Replace hard disk and
because device is missing. rebuild it.
37 S A hard disk failed Gross error occurred to the on-board SCSI  Replace hard disk and
because of gross error on processor. rebuild it.
SCSI processor.
38 S A hard disk failed The device responded with an invalid tag. Replace hard disk and
because of bad tag from rebuild it.
the device.
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Table B-1 Error-Event Codes (continued)

Error-

Event# Type Description Additional Details User Action Required

39 S A hard disk failed SCSI command timed out on the device. Replace hard disk and
because command to the rebuild it.
device timed out.

40 S A hard disk failed System reset occurred. Replace hard disk and
because of the system rebuild it.
reset.

41 S A hard disk failed The device returned busy status. The SCSI  Replace hard disk and
because of busy status or transaction with the device met with rebuild it.
parity error. parity error.

42 S A hard disk set to failed =~ Command from host set the hard disk to Replace hard disk and
state by host. failed state. rebuild it.

43 S A hard disk failed Device disconnected or powered off. Bad Replace hard disk and
because access to the device. rebuild it. Check power and
device met with a cabling.
selection time out.

44 S A hard disk failed Bad hard disk. Replace hard disk and
because of a sequence rebuild it.
error in the SCSI bus
phase handling.

45 S A hard disk failed Bad hard disk or incompatible device. Replace hard disk or the
because returned an device and rebuild it.
unknown status.

46 S A hard disk failed Device not spinning, just turned bad. Replace hard disk and
because device is not Power to the device failed. rebuild it. Check power and
ready. rebuild device.

47 S A hard disk failed Device not connected. Device not Check setup. Check the
because device was not responding. Clear configuration suspend startup option parameters on
found on startup. mode command was invoked. the system.

48 S A hard disk failed Bad hard disk. Device write protected. Replace hard disk and

because write operation
of the “Configuration On
Disk’ failed.

rebuild it. Check the startup
option parameters on the
system.
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Event and Error Code Table

Table B-1

Error-Event Codes (continued)

Error-
Event #

Type Description

Additional Details

User Action Required

49

50

51

52

53

54

55

56

57

58

59

60

S

A hard disk failed
because write operation
of ‘Bad Data Table’ failed.

Physical device status
changed to offline.

Physical device status
changed to Hot Spare.

Physical device status
changed to rebuild.

Physical device ID did
not match.

Physical device failed to
start.

Physical device
negotiated different offset
than configuration.

Physical device
negotiated different bus
width than configuration.

Physical drive missing on
startup.

Rebuild startup failed
due to lower disk
capacity.

Physical drive is
switching from a channel
to the other channel.

Temporary-Dead
physical drive is
automatically made
online.

Bad hard disk. Device write protected.

Physical drive missing.

Device capacity not sufficient for doing

rebuild.

Physical drive removed or channel failed.

Temporary-Dead state caused because of

transient errors.

Replace hard disk and
rebuild it. Check the startup
option parameters on the
system.

None
None
None
None
Reset the physical disk.

Replace the disk.

None

None

Replace the physical drive or
power on all enclosures.

Replace with a disk having
sufficient capacity.

None

Analyze event log to find out
why the drive was marded
DEAD.
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Table B-1 Error-Event Codes (continued)

Error-

Event# Type Description Additional Details User Action Required

61 I A standby rebuild was A physical device failed and spare was ~ None
started. available.

62 I Hot spare replaced witha The new hot spare may have a smaller None
smaller capacity physical physical capacity than the physical disk it
disk. replaced. The controller coercion setting

may have reduced the configurable size of
the new hot spare.

67 E Physical disk found on Physical disk is connected on only one Inspect disk channel cables
only one disk channel. channel. and related hardware for

proper operation.

69 E Physical disk has Enclosure selector switch conflict. Ensure that each disk
acquired an Physical disk hardware failure. Enclosure enclosure selector switch is
inappropriate loop ID. disk slot hardware failure. set to a unique number per
Enclosure disk-slot enclosure manufacturer
operations are disabled specification. Inspect
while this condition physical disk connector.
persists. Power-cycle entire system.

Replace physical disk.
Replace disk enclosure.

70 E Physical disk port has Physical disk hardware failure. Physical ~Replace physical disk.
failed or cannot operateat disk is not compatible with system. Replace disk enclosure.
the configured channel Enclosure disk slot hardware failure.
speed.

71 E Mirror race recovery A read or write operation to a physical Run consistency check and
failed for logical drive. disk failed while restoring redundancy.  restore consistency.

72 E Controller parameters NVRAM battery low. NVRAM hardware Restore correct controller
checksum verification failure. Improper shutdown of the parameter settings. If
failed; restored default. controller during controller parameter problem persists, replace

update. controller.

73 I Online controller User has initiated an online firmware None
firmware upgrade has upgrade.
started.
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Table B-1

Error-Event Codes (continued)

Error-
Event #

Type Description

Additional Details

User Action Required

74

75

96

128

129

130

131

132

133

134

135

I

Online controller
firmware upgrade has
completed successfully.

Online controller
firmware upgrade has
failed.

Device loop ID conflict
(soft addressing)
detected.

Consistency check is
started.

Consistency check is
finished.

Consistency check is
cancelled.

Consistency check on
logical drive error.

Consistency check on
logical drive failed.

Consistency check failed
due to physical device
failure.

Logical drive has been
made offline.

Logical device is critical.

Online controller firmware upgrade has
completed without error. The partner
controller will now be auto flashed.

Online controller firmware upgrade has
failed. The original firmware will be
reloaded.

Device loop ID conflict detected on disk
channel resulting in soft addressing;
potential data corruption.

User started a consistency check.
‘Raidbld’ started consistency check.

Consistency check completed

successfully without detecting any errors.

User cancelled the consistency check.

Inconsistent data was found. Bad sectors
were found. A physical device reliability
problem.

A logical device became critical. A logical
device failed.

A physical device failed.

One/multiple physical device(s) failed.

One physical device failed.

None

Use the offline method to
load the new firmware.

Change index selector to
enable hard addressing per
enclosure manufacturer’s
specification.

None

None

Restart consistency check, if
required.

See bad block and request
sense table for more
information.

See request sense data for
more information.

See request sense data for
more information.

It may not be possible to
recover from this error.
Contact your service
representative.

Replace the physical device.
Start the rebuild, if required.
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Table B-1

Error-Event Codes (continued)

Error-
Event# Type

Description

Additional Details

User Action Required

136 I
137 I
138 I
139 I
140 w
141 E
142 E
143 E
144 I
145 I
146 w
147 E

Logical drive has been
placed online.

An automatic rebuild has
started on logical drive.

A manual rebuild has
started on logical drive.

Rebuild onlogical driveis
over.

Rebuild onlogical driveis
cancelled.

Rebuild stopped with
error.

Rebuild stopped with
error. New device failed.

Rebuild stopped because
logical drive failed.

Logical drive
initialization started.

Logical drive
initialization done.

Logical drive
initialization cancelled.

Logical drive
initialization failed.

Rebuild completed. User set the physical
device online. New configuration was

added.

A physical device failed and a spare
device was available. A spare physical
device was found and replaced the failed

device.

Client started the rebuild on user’s
request. User replaced the failed device
and ‘Raidbld’ started the rebuild.

Rebuild completed successfully only for

this logical drive.

User cancelled rebuild. Higher priority

rebuild started.

Due to an unknown error on the
controller rebuild failed.

New physical device failed. New physical
device is not compatible with MDAC

hardware/firmware.

Atleast one more physical device failed in

the array.

User started the initialization.

Initialize operation completed
successfully.

User cancelled the initialization.

One/multiple physical device(s) failed.
Controller has been removed. Controller

has been powered off.

None

None

None

None

Restart the rebuild if
required.

Try rebuild again.

Replace the new device.

It may not be possible to
recover from this error.
Contact your service
representative.

Any previous data is lost.

None

Restart initialization if
required.

Refer to the device failure
event.
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Event and Error Code Table

Table B-1 Error-Event Codes (continued)
Error-
Event# Type Description Additional Details User Action Required
148 I A logical drive has been A new configuration has been added. None
found. MORE completed. A new controller has

been plugged in. Controller has been
powered on. System has rebooted.

149 I A logical drive has been A new configuration has been added. A None
deleted. new logical device has been deleted.
Controller has been removed. Controller
has been powered off.

150 1 Expand Capacity started. User started the Online RAID Expansion None

operation.
151 I Expand Capacity Online RAID Expansion completed. None
completed.
152 E Expand Capacity stopped Multiple physical devices failed. It may not be possible to
with error. recover from this error.
Contact your service
representative.
153 C Bad blocks found. Bad sector was found on a physical device Run a Consistency Check
during consistency check/rebuild/RAID with the Restore option.
expansion operation. Restore data from a backup.

154 I System drive (LUN) size A new configuration has been added. None

changed. RAID Expansion has added extra
capacity.
155 I System drive type A new configuration has been added. None
changed. RAID Expansion completed on RAID 1.
156 S Bad data blocks found. ~ Bad bloks were found on multiple Restore data from a backup.
Possible data loss. physical devices in same zone.
157 W System drive LUN None

mapping has been
written to config.

158 S Attempt to read data Potential data loss. Restore data from a backup.
from block that is marked
in Bad Data Table.
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Table B-1 Error-Event Codes (continued)
Error-
Event# Type Description Additional Details User Action Required
159 E Data for Disk Block has ~ Data retained in RAID Cache for a Insure that all the Physical
been lost due to Logical =~ Write-back Logical Drive cannotbe stored Drives related to the Logical
Drive problem. to the physical medium because of Drive, disk channel,
Logical Drive problem. The Logical Drive enclosure, or cabling are
problem could be because of multiple functional and accessible.
physical devices offline or other reasons. Repair or replace them if
necessary.
160 E Temporary-Offline Temporary-Offline state caused because  Verify data from backup.
RAID5/RAID3 arrayis  of transient errors in physical drives.
available to the user again
with the possibility of
data loss in the array.
161 E Temporary-Offline Temporary-Offline state caused because ~ None
RAID0+1/RAID1/RAID of transient errors in physical drives.
0/JBOD array is available
to the user again.
162 I A standby rebuild has A physical drive failed and a spare device None
started on logical drive. =~ was available.
176 I Logical drivebackground User may have started background None
initialization started. initialization. Firmware may have
automatically started background
initialization.
177 I Logical drive background User may have stopped background None
initialization stopped. initialization. Firmware may have
automatically stopped background
initialization.
178 I Logical drivebackground Background initialization paused duetoa None
initialization paused. higher priority operation.
179 I Logical drivebackground Background initialization started after None
initialization restarted. being paused.
180 I Logical drive background Background initialization failed. None.

initialization failed.
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Table B-1 Error-Event Codes (continued)

Error-

Event# Type Description Additional Details User Action Required

181 I Logical drive background Background initialization completed None
initialization completed.  successfully.

182 E Low battery charge level. Controller was powered off for duration ~Run consistency check to
Logical drive may have  longer than battery capacity. User verify logical drive
lost data. connected a new controller. User consistency. If needed,

connected a new BBU battery. restore data from backup.

256 S Fan failure. Cable connection broken. Bad fan. Replace fan.

257 I Fan has been restored. Faulty fan has been replaced. Cable is None

connected properly.

258 S Fan failure. Cable connection broken. Bad fan. Replace fan.

259 I Storage cabinet fan is not Enclosure Management Connection is Follow enclosure
present. broken. Management hardware isbad. =~ management vendor’s

Fan is not present. diagnostics and repair
procedures.

272 S Power supply failure. Cable connection is broken. Bad power  Reconnect cable or replace

supply. the power supply as
required.

273 I Power supply has been  Faulty power supply has been replaced. ~ None
restored.

274 S Power supply failure. Cable connection is broken. Bad power  Replace power supply.

supply.

275 I Storage cabinet power Management connection is broken. Follow enclosure
supply is not present. Management hardware is bad. Power managament vendor’s

supply is not present. diagnostics and repair
procedures.

288 S Over temperature. Room temperature is too high. Bad fan.  Turn off the system and
Temperature is above 70  Bad sensor. allow it to cool down. Adjust
degrees Celsius. the room temperature.

289 W Temperature is above 50 Room temperature is high. Bad fan. Replace fan. Turn off the

degrees Celsius.

system. Adjust the room
temperature.
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Table B-1 Error-Event Codes (continued)

Error-

Event# Type Description Additional Details User Action Required

290 I Normal temperature has  Faulty fan has been replaced. Room None

been restored. temperature was reduced.

291 S Over temperature. Room temperature is too high. Bad fan.  Turn off the system and
allow it to cool down. Adjust
the room temperature.

292 I Storage cabinet Enclosure management connection is Follow enclosure

temperature sensor is not broken. Management hardware isbad. =~ management vendor’s
present. Sensor is not present. diagnostics and repair
procedures.

304 S Enclosure reported Power supply failed. Fan failed. Cabinet Follow enclosure

failure state. is too hot. management vendor’s
diagnostics and repair
procedures.

305 W Enclosure reported Not available. Not available.

critical state.

306 I Storage Works enclosure  Problem has been rectified. None

reported normal state.

307 I Uninterruptible power None

supply disabled.

308 I Uninterruptible power None

supply AC failed.

309 W Uninterruptible power None

supply battery low.

310 S Uninterruptible power None

supply failed.

31 I Uninterruptible power None

supply normal.

320 S Fan failure. Cable connection broken. Bad fan. Replace fan.

321 I Fan has been restored. Faulty fan has been replaced. Cable is None

connected properly.

007-4382-003



Event and Error Code Table

Table B-1

Error-Event Codes (continued)

Type Description

Additional Details

User Action Required

Error-
Event #

322 I
323 S
324 I
325 I
326 S
327 'V
328 I
329 I
330 \
331 I

Fan is not present.

Power supply failure.

Power supply has been
restored.

Power supply is not
present.

Temperature is over safe
limit. Failure imminent.

Temperature is above
working limit.

Normal temperature has
been restored.

Temperature sensor is not
present.

Enclosure access critical.

Enclosure access has been
restored.

Enclosure Management Connection is
broken. Management hardware is bad.
Fan is not present.

Cable connection is broken. Bad power

supply.

Faulty power supply has been replaced.

Management connection is broken.
Management hardware is bad. Power
supply is not present.

Room temperature is too high. Bad fan.
Bad sensor.

Room temperature is high. Bad fan.

Faulty fan has been replaced. Room
temperature was reduced.

Enclosure management connection is
broken. Managment hardware is bad.
Sensor is not present.

Enclosure management connection is
broken. Management hardware is bad.

Enclosure has been fixed or replaced.

Follow enclosure
management vendor’s
diagnostics and repair
procedures.

Replace the power supply.

None

Follow enclosure
management vendor’s
diagnostics and repair
procedures.

Turn off the system and
allow it to cool down. Adjust
the room temperature.

Replace fan. Turn off the
system. Adjust the room
temperature.

None

Follow enclosure
management vendor’s
diagnostics and repair
procedures.

Follow enclosure
management vendor’s
diagnostics and repair
procedures.

None
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Table B-1

Error-Event Codes (continued)

Error-

Event# Type Description

Additional Details

User Action Required

332 S
333 S
334 I
335 I
336 I
337 I
384 I
385 E
386 W

Enclosure access is
offline.

Enclosure Soft
Addressing Detected.

Enclosure services ready.

Access to temperature
sensor has been lost.

Access to power supply
status information has
been lost.

Access to fan status

information has been lost.

Switch card or
connectivity has been
removed.

Array management
server software started
successfully.

Write back error.

Internal log structures
getting full; PLEASE
SHUTDOWN AND
RESET THE SYSTEM IN
THE NEAR FUTURE.

Enclosure managment connection is
broken. Management hardware is bad.

Enclosure has duplicate loop ids (Soft

Addressing). Potential data corruption.

Switch card or temperature sensor has
been removed.

Switch card or connectivity has been
removed.

The server system (or array management

utility server) started.

Data cache write failed.

Too many configuration changes occurred

since the last boot.

Follow enclosure
management vendor’s
diagnostics and repair
procedures.

Change index selector to
enable hard addressing as
per enclosure
manufacturer’s
specification.

None

None

None

None

If you did not expect a
system reboot, investigate.

The data may have been lost.
Restore the data from a
backup.

Reboot the system by power
cycling whenever
convenient.

007-4382-003



Event and Error Code Table

Table B-1

Error-Event Codes (continued)

Error-
Event #

Type Description

Additional Details

User Action Required

388

389

390

391

392

393

394

395

396

397
398

399

C

Controller is dead.
System is disconnecting
from this controller.

Controller has been reset.

Controller is found.

Controller is gone.
System is disconnecting
from this controller.

BBU Present.

BBU Power Low.

BBU Power OK.

Controller is gone.
System is disconnecting
from this controller.

Controller powered on.

Controller is online.

Controller is gone.
System is disconnecting
from this controller.

Controller’s partner is
gone, controller is in
failover mode now.

Controller failed. Controller was removed
from the system. Controller has been
powered off.

Driver has reset the controller to recover
from an error. Driver has reset the
controller to activiate new firmware.

New controller has been installed.
Controller has been powered on. System
has rebooted.

Controller is dead. Controller has been
removed. Controller has been powered
off.

A BBU unit was found on the controller.

BBU does not have enough power to
enable the write data cache.

BBU has enough power to enable the
write data cache.

Controller was removed from the system.
Controller has been powered off.

New controller has been installed.

Controller was set online.

Controller was set offline.

Contact your service
representative.

None

None

None

None

If this message occurs
without power failure,
replace the BBU.

None

None

None

None

None

If you did not expect this,

investigate.
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Table B-1 Error-Event Codes (continued)
Error-
Event# Type Description Additional Details User Action Required
400 I BBU reconditioning is User started a BBU reconditioning. None
started.
401 I BBU reconditioning is BBU reconditioning completed None
finished. successfully.
402 I BBU reconditioning is User cancelled the BBU reconditioning. ~ Restart the BBU
cancelled. reconditioning, if required.
403 S Installation aborted. Installation aborted.
404 S Controller firmware Replacement controller with downlevel — Reload controller firmware.
mismatch. firmware installed.
405 \ BBU removed. BBU physically removed. Reinstall BBU.
406 S WARM BOOT failed. Memory error detected during WARM Restore data from a backup.
boot scan. Possible data loss.
407 I BBU calibration cycle New battery detected. None
started.
408 I BBU calibration cycle BBU calibration completed successfully. None
finished.
409 I BBU calibration cycleis ~ User cancelled the BBU calibration cycle. None
cancelled.
410 I BBU battery not present. A BBU is present, but the battery is not Install or connect the battery.
detected.
411 'V Controller entered None
Conservative Cache
Mode.
412 'V Controller entered None
normal cache mode.
413 W Controller device start None
complete.
414 ' Soft ECC error corrected. Faulty memory module. Replace memory module.
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Table B-1

Error-Event Codes (continued)

Error-
Event #

Type Description

Additional Details

User Action Required

415

416
417

418

419
420
421
422
423
424

425

426

427

428

512

Y Hard ECC error
corrected.

S BBU recondition needed.

'V Controller’s partner has
been removed.

E BBU out of service.

Updated partner’s status.
Relinquished partner.
Inserted partner.

Dual controllers enabled.

Killed partner.

= = 2 2 2 =

Dual controllers entered
nexus.

92]

Controller boot ROM
image needs to be
reloaded.

C Controller is using
default non-unique
world-wide name.

E Mirror Race recovery
failed.

C Mirror Race on critical
drive.

I System started.

Faulty memory module.

BBU will not be able to power the cache if
AC power fails. Firmware will switch

WriteBack logical drives to
WriteThrough.

Wrong firmware image file downloaded.

MAC address changed.

MAC address lost or not set.

Some physical devices could have failed.

Logical device is critical.

The server system (or array management

utility server) started.

Replace memory module.

None

None

Replace BBU.

None
None
None
None
None

None

Contact your service
representative to reload the
boot ROM image.

Contact your service
representative to set the
controller MAC address.

Run consistency check and
restore consistency.

Replace dead drive and
rebuild.

If you did not expect a
system reboot, investigate.

007-4382-003

119



B: Event and Error Codes

Table B-1 Error-Event Codes (continued)

Error-

Event# Type Description Additional Details User Action Required

513 I Size table full. Too much physical device size Remove unused device

information is defined. information for this system.

514 I User logged in. An array management utility user logged Not available.

in on the server system.

515 I User logged out. An array management utility user logged Not available.

out of the server system.

516 I Server alive. Reconnected to server. Server rebooted. = None

517 S Lost connection to server, Lost network connection to server. Server None

or server is down. shutdown.
518 I Automatic reboot count  Controller has rebooted. Automatic None
has changed. reboot has rearmed itself or was
reconfigured.

640 W Channel failed. Cable disconnected. Plug in cable.

641 W Channel online. Cable reconnected. None

642 S Back end SCSI bus dead. Lost access to data on SCSI bus. LRC module may need
replacing.

643 I Back end SCSI bus alive. Regained access to data on SCSI bus. None

644 S Back end fibre dead. Lost access to data on fibre channel. LRC module may need
replacing.

645 I Back end fibre alive. Regained access to data on fibre channel. None

700 W Eventlog empty. Tried to read past last entry. None

701 W Eventlog entries lost. Tried to read an entry that does not exist None

in the event log.

702 W Request sense. A physical drive has generated an error.  Interpret the
Key/ASC/ASCQ and take
appropriate action.

703 W Setreal time clock. Real time clock was set. None
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Table B-1

Error-Event Codes (continued)

Error-
Event #

Type Description

Additional Details

User Action Required

800

801

802

803

804

805

806

807

896

897

912

928

W

W

New configuration
received.

Configuration cleared.

Configuration invalid.

Configuration on disk
access error.

Configuration on disk
converted.

Configuration on disk
import failed.

A debug dump exists on
this system.

A debug dump exists on
this system.

Internal controller is in
the hung state.

Introller controller has
encountered a firmware
breakpoint.

Internal controller has
encountered 1960
processor specific error.

Internal controller has
encountered Strong-ARM
processor specific error.

A new configuration was downloaded to
controller.

Controller was told to clear the
configuration.

The controller found an invalid
configuration.

The controller could not read the
configuration off of the disk.

The controller converted a down level
configuration on disk.

The controller could not import the
configuration.

The controller aborted and created debug
dump information.

The partner controller aborted and
created debug dump information.

None

None

None

None

None

None

Contact field support for
assistance in retrieving the
data.

Contact field support for
assistance in retrieving the
data.

Power controller off and on.

Power controller off and on.

Power controller off and on.

Power controller off and on.
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